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Abstract — Unlike two-dimensional shapes, 

recognition of three-dimensional shapes has various 

backgrounds depending on the viewpoint and 
rotation of the object; thus, shape recognition using 

machine learning techniques is very difficult. 

Generally, the black box nature of deep learning is 

problematic from an accountability perspective. 

 Therefore, in this paper, we propose a 

method to evaluate the similarity for learning by 

focusing on polygons that make up a three-

dimensional shape and the solid angle for them. The 

value and pattern of the three-dimensional angle 

differ for each object shape; thus, by classifying 

based on the results of the proposed method, it is 

possible to perform learning and shape recognition.  
 In this study, we verified the effectiveness of 

learning using three-dimensional angles and shape 

recognition by creating multiple primitive shapes as 

samples. In addition, we verified for three-

dimensional shape deformed part of the three-

dimensional primitive shape. As a result, using the 

solid angle, it was confirmed that can be effectively 

determined for three-dimensional primitive shapes. 
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I. INTRODUCTION 

Three-dimensional shapes differ significantly from 

two-dimensional shapes, and three-dimensional 

shapes must be observed from various directions to 

determine if objects are the same when rotated [1, 2]. 
Therefore, unlike two-dimensional shapes, it is 
difficult because appropriate processing must be 

performed each time depending on the rotation and 

viewing angle of the object. Generally, the 

recognition and learning method of three-dimensional 

shape, a method using a learning method and normal 

vector by images from various angles, also, 

techniques such as dealing with by reducing the 

number of data by voxelization has been studied so 

far [3, 4]. However, there is no universal solution 

because the amount of data becomes enormous; thus, 

it is difficult to process. Thus, it is difficult to 
recognize and learn a three-dimensional shape [1, 2, 

4]. In recent years, black boxes for learning methods 

have been a problem [5, 6], i.e., accountability is 

required; thus, a method to extract feature points for 

shape learning is required [5, 7, 8]. 

II. RELATED WORK 

A. Three-dimensional object recognition 

   Generally, three-dimensional shape analysis uses 
countermeasures based on a voxel base, normal 

vectors, and multi-view. In addition, deep learning 

methods have been studied for learning and 

recognition [4, 9, 10]. 

a) Voxel-based solution 

A voxel is a generalization of pixel to 3D, since 
only extended the 2D image (image), is the most 

commonly used expression from its simplicity [10]. 

A previous study proposed a deep learning method 

after converting it to 30 × 30 × 30 [11]. In the case of 

a three-dimensional shape, depending on the 

viewpoint, but a variety of shapes, for rotation, by 

performing multitasking learning of category 

identification and posture identification of the object, 

research to improve the identification system has also 

been carried out [12]. The accuracy of the display is 

determined by the size of each voxel or grid cell. 
Generally, it becomes low resolution; thus, various 

problems, such as improving recognition accuracy, 

are known [10]. In particular, with voxelization, the 

spatial characteristics of point cloud data change and 

uneven expression of the object is lost [13]. 

 

b) Spin Image solution 

This method is based on the normal vector at the 

point of interest in the object model, and the relative 

positional relationship with the surrounding points is 

projected onto a two-dimensional projection plane. 
With this method, collation independent  of the 

viewpoint is possible. However, all points of the 

object model or points used for matching are selected 

randomly; thus, a point with a similar local shape 

may be selected, which can result in erroneous 

determination. Generally, the number of points used 

for matching is large; thus, processing cost has 
become problematic [14]. 
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c) Multi-view solution 

Based on a two-dimensional image obtained from 

various angles and by predicting the three-

dimensional shape, it is an object recognition method. 

The category recognition accuracy of this method is 

increased by 8% compared to the voxel-based 
ShapeNet [15]. Specifically, a large number of virtual 

cameras directed toward the center of gravity are 

arranged around the vector axis of the 3D model to 

create a multiple 2D rendering images, and the 3D 

shapes are compared based on these images. Then, by 

inputting images from a large number of cameras 

around the axis individually into a CNN, and 

integrating the resulting feature map in a pooling 

layer called View-Pooling, we can obtain invariant to 

rotation around the axis. In recent studies, attention 

fusion has been performed using multi-view images 

and point clouds to improve accuracy [16]. 

 

B. Solid angle  

A solid angle corresponds to an angle in a two-
dimensional shape, and the solid angle is the surface 

area of a sphere that exists in three dimensions (Fig. 1) 

[17]. Generally, from this property, it is possible to 

determine whether an arbitrary point belongs to the 

inside of a solid figure (Fig. 2) [17 - 19]. 

 

 
Fig. 1. When projecting a sphere from the polygon 

 

 
Fig. 2. Example of inside / outside a polygon 

 

The solid angle can be obtained using Equation (1). 

           S = (θ1 + θ2 + θ3 − π) × r
2
                (1) 

Here, r is the radius of sphere (Fig. 1) [17 - 19]. 

 

In the inside / outside determination method using 

an angle, a two-dimensional shape can be determined 

using the clockwise direction as a reference. For a 

three-dimensional shape, determination is performed 

according to the polygon input direction (Figs. 3 and 

4) [18 - 21]. This input method is a general polygon 

description method; thus, when modeling software is 

used, determination can be made without being 
conscious [18, 20].  

 

 
Fig. 3. A triangle with its surface normal (winding order 

for a triangle) 
 

 
 

Fig. 4. Example of data input in relation to object 
 

With a determination method that uses a solid 

angle, it is possible to accurately determine 
complicated three-dimensional shapes, including 

non-convex shapes. However, many trigonometric 

functions are required; thus, determination takes a 

very long time [18, 19]. 

 

III. PROPOSED METHOD 

A. Create solid angle-based database  

We propose to create a database of three-

dimensional shapes to be learned using solid angle. 

First, a solid angle is calculated for each vertex (point) 

comprising the primitive three-dimensional shape. 

Therefore, the points used to calculate the solid angle 

are the points entered to form the polygon (Fig. 5). 

For example, four points are registered in the case of 
a triangular pyramid, and eight points are registered 

in the case of a hexahedron (Fig. 6). Then, learning is 

performed by registering the value in the database. 

Some of the values to be registered in the database 

are shown in Fig. 7. When learning, it is assumed that 

a set of labels and model data is used. 
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Fig. 5. Composition of 3D objects 

 

 
Fig. 6. Example of a target point 

 

 
Fig. 7. Add shapes to the database 

 

B. Dynamic search for similarity 

The similarity regarding the learning data is 

determined by dynamically changing the threshold 

value based on the number of corresponding vertices 

and the solid angle value in the database (Table 1 and 
Fig. 8). When outputting the results, it returns the 

label of the data with the lowest error at each point. 

 
 

Table. 1. Relationship between model and solid angles 

  Vertex (Triangular pyramid) 

Polygons 

0 0.21531963  0 0 

0 0 0.22545790  0 

0 0 0 2.02434470  

0.08493304  0 0 0 

 

 

 
Fig. 8. Examples of feature points extraction 

 

IV. EXPERIMENT 

A database was created using the solid figure in 

Figs. 9 to 13 in a three-dimensional space of -
50<x<50, -50<y<50, -50<z<50. Then, the degree of 

similarity with the created database (Figs. 9 to 13) 

was calculated for Figs. 14 to 18 as a new solid figure 

(with scale change and rotation). The details of each 

figure are shown in Tables 2 and 3. Figures 19 to 23 

show the solid angle values in Figs. 9 to 13 used for 

learning. In addition, the solid angle values in Figs. 

14 to 18 are shown in Figs. 24 to 28. 

We also experimented with some deformed figures. 

In this experiment, Fig. 29 and part of the deformed 

Fig. 30 were learned. Then, the learning result was 

applied to Figs. 28 and 29 and verified. Figures 33 
and 34 show them solid angle values in Figs. 29 and 

30 used for learning. In addition, the solid angle 

value in Figs. 31 and 32 are shown in Figs. 35 and 36. 

Details about Figs. 26 to 29 are given in Tables 3 and 

4. 

 

 

 

 
Fig. 9. Original shape (regular cube)  
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Fig. 10. Original shape (cuboid 1) 

 

 

 
Fig. 11. Original shape (cuboid 2) 

 

 

 
Fig. 12. Original shape (hexahedron) 

 

 

 
Fig. 13. Original shape (cone) 

 

 

 
Fig. 14. Scale change plus rotation (regular cube) 

 

 

 
Fig. 15. Scale change plus rotation (cuboid 1) 
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Fig. 16. Scale change plus rotation (cuboid 2) 

 

 

 
Fig. 17. Scale change plus rotation (hexahedron) 

 

 

 
Fig. 18. Scale change plus rotation (corn) 

 

 
                                      Table. 2. Data set for experiments 

  Category H × W × L 
Number of 

polygons 

Fig. 9. Cube 30 × 30 × 30 12 

Fig. 10. Cuboid 1 25 × 25 × 45 12 

Fig. 11. Cuboid 2 25 × 35 × 45 12 

Fig. 12. Hexahedron 20 × 35 × 45 12 

Fig. 13. Cone 25 × 25 × 40 12 

 

 
                                                    Table. 3. Data set for experiments 

  Category H × W × L 
Number of 
polygons 

Remarks 

Fig. 14. Cube 20 × 20 × 20 12 Shrink + Rotation 

Fig. 15. Cuboid 1 20 × 20 × 45 12 Raito change (partial) + Rotation 

Fig. 16. Cuboid 2 30 × 40 × 55 12 Blow up + Rotation 

Fig. 17. Hexahedron 15 × 25 × 45 12 Ratio change (partial) + Rotation 

Fig. 18. Cone 20 × 20 × 30 12 Ratio change + Rotation 
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             Fig. 19. Solid angle (regular cube (Fig. 9))                              Fig. 20. Solid angle (cuboid 1 (Fig. 10)) 

 

 

  
              Fig. 21. Solid angle (cuboid 2 (Fig. 11))                                   Fig. 22. Solid angle (hexahedron (Fig. 12)) 

 

  
                Fig. 23. Solid angle (cone (Fig. 13))                                          Fig. 24. Solid angle (regular cube (Fig. 14) 

 

 

   
                     Fig. 25. Solid angle (cuboid 1 (Fig. 15))                                   Fig. 26. Solid angle (cuboid 2 (Fig. 16)) 
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                Fig. 27. Solid angle (hexahedron (Fig. 17))                             Fig. 28. Solid angle (cone (Fig. 18)) 
 

 

 
 

 

 
Fig. 29. Original shape (Cylinder) 

 

 

 
Fig. 30. Original shape (deformation) 

 

 

 
Fig. 31. Scale change plus rotation (Cylinder) 

 

 

 
Fig. 32. Deformation and transformations (scale change plus rotation) 
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           Fig. 33. Solid angle (Cylinder (Fig. 29))                                  Fig. 34. Solid angle (Cylinder deformed (Fig. 30)) 

  
             Fig. 35. Solid angle (Cylinder (Fig. 31))                                  Fig. 36. Solid angle (Cylinder deformed (Fig. 32)) 
 
Table. 4. Shape to learn 

  Category H × W × L 
Number of 
polygons 

Fig. 29. Cylinder 30 × 30 × 40 24 

Fig. 30. Cylinder(deformed) 30 × 30 × 35 24 

 
Table. 5. Unlearned Shapes 

 
Category H × W × L 

Number of 
polygons 

Remarks 

Fig. 31. Cylinder 25 × 25 × 35 24 Raito change + Rotation 

Fig. 32. Cylinder(deformed) 25 × 25 × 30 24 Raito change + Rotation 

 

 

The environment used for learning and 

verification is summarized in Table 6. 

 
Table. 6. Experimental environment 

  Specification 

CPU 
Intel Core i7-5500U 
2.40 GHz 

RAM 
8 GB 
DDR3L-RS 1600 MHz 

Storage 
SSD (SATA) 
1 TB 

OS 
Windows 10 
Professional 

Development 
environment 

javac 1.8.0_211 

 

V. RESULTS 

In our experiments, it was possible to perform 

determine on cuboids and cubes. In addition, the 

result that it was the same also about the similar 

cuboid was able to be shown. Further, it was 

possible to determine that the figure was the same 

shape relative to the figure obtained by rotating the 

cuboid. 

The deformed figure of the cylinder and cylinder 

shows a different value in the shape determination. 
As a result, after learning each, relative to the 

unknown cylinder, it was possible to properly 

classify by applying the learning results. 

From the above results, it is considered that a 

shape can be determined based on learned data for a 

new three-dimensional shape. 
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Note that the same modeling software was used in 

the experiment, the corresponding polygons were the 

same for both learning and verification. Based on a 

specific value (i.e., 0), by sorting , but can be 

partially supported, in the future, even when the 

polygon sequence to appear randomly, it is 
considered that it is necessary to perform 

verification of whether recognizable. 

 

VI. CONCLUSION 

It is considered possible to recognize a three-

dimensional figure using a solid angle. 

Generally, for three-dimensional shape learning, 

shape determination is performed using deep 

learning. However, in recent years, the black box 

nature of deep learning has become a concern, and 

there is demand for accountability in machine 

learning. In this study, it is a problem that the 
variable increases according to the number of 

polygons in the learning, but the feature is shown for 

each shape. Therefore, it is considered difficult to be 

a black box. 
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