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Delay-Limited Rate-Compatible Protograph LDPC
Codes

Thuy V. Nguyen, Hung N. Dang and Hieu T. Nguyen

Abstract—This paper produces a family of rate-compatible
protograph-based low-density parity-check (PLDPC) codes that
have superior performance under strict constraints of short
block length and low decoding iterations. The design of such
practical codes is a challenging task since the constraints imposed
by structured designs (PLDPC), rate-compatibility, small block
length, as well as a small number of decoding iterations, are hard
to meet simultaneously. As the block length and the number of
decoding iterations decrease, the typical LDPC design based only
on the coding threshold is no longer effective due to imperfection
in the modeling of LDPC decoders in the short block length
regime. We propose a code design method that takes the code
simulations and the number of the decoding iterations as inputs
to optimize the new codes. Analytical and simulation results
confirm that the new codes produced by the proposed approach
outperform the state-of-the-art codes in a wide range of code
rates. None of the newly optimized codes has the error-floor
behavior even below the frame error rate of 10−5 or bit error
rate of 10−6.

I. INTRODUCTION

A. Motivations

In most of today’s communication and storage systems,
for example mobile 5G networks and flash memory devices,
there are heterogeneous demands on latency, throughput,
and reliability [2]. The varied demands on reliability can
be directly translated to the diverse requirements on frame
error rate (FER) and bit error rate (BER) performance at the
physical layer [3], [4]–[9]. To meet the diverse requirement on
FER/BER performance, a practical solution is to use different
channel coding and modulation configurations accordingly
to channel scenarios. This technique is often referred to as
adaptive coded modulation (ACM) [8], [10]–[13].

The ACM architecture is implemented by designing either a
set of separate channel codes or a family of punctured codes.
The first choice can, nevertheless, be impractical when the low
hardware complexity is a crucial design parameter since a pair
of encoder and decoder is needed for a particular code rate.
The second choice of using the punctured code can probably
cause either the degradation in performance [14] or the slow
iterative decoding convergence. To tackle the disadvantages of
the two aforementioned approaches, we use a rate-compatible
framework to design a family of nested protograph based
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LDPC codes (PLDPC) that facilitates only one pair of en-
coder/decoder structure and the same information block length
for all designed code rates.

When designing a PLDPC code, there are two fundamental
issues that need to take into account: 1) good performance in
both the water-fall region and the error-floor region; 2) low
decoding complexity. In previous works, most of protograph
LDPC designs focused on finding the codes whose iterative
decoding thresholds are as close to the capacity limits as
possible based on either density evolution [15] or extrinsic
information transfer (EXIT) chart [16]. This led to the fact
that the reported codes usually require a large number of
decoding iterations [17], [18] in order to provide satisfactory
performance. As a result, the iterative decoders for such
protograph codes are often complex since the complexity
level of an iterative decoder is proportional to the number
of maximum decoding iterations [19].

In addition to the complexity, using a large number of itera-
tions can result in long processing time for the receiver, one of
the reasons causing the overall long delay for communication
systems. The long processing delay makes the previously
designed protograph-based LDPC codes incompatible to some
modern communication systems, e.g., the next generation 5G
networks in which ultra-low latency is a key requirement when
delivering information from one point to another [9], [20].
For those reasons, the applications of the previous optimized
protograph codes are limited in many practical scenarios
where low hardware complexity and delay are critical design
requirements.

The contribution of the paper is to produce a family of rate-
compatible PLDPC codes, which has superior performance in
short block length and a small number of iteration regime,
providing low delay and low complexity system. The designed
codes are nested in a rate-compatible family of multiple rates
within one common hardware platform and able to provide
ultra-low delay performance. Before presenting our design
approach in more detail, the literature review in the protograph
design related to our works in the section below.

B. Previous Works on Protograph Codes

Protograph codes [9], [17] have been an active topic in
recent years as the practical coding method for next-generation
communication systems. To design a good P-LDPC code, ones
usually focused on optimizing iterative decoding threshold,
resulting in many capacity-approaching codes [17]. However,
those codes often required a large number of decoding iter-
ations and a very large block length to provide satisfactory
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performance. These lead to high latency and power consump-
tion in the receiver.

For finite-length codes, the designs are not that simple since
the decoder model is not valid. There were many designs
attempted to address this problem, for example, finite geom-
etry (FG) [21], nonbinary (NB) codes [22], and generalized
LDPC (GLDPC) codes [23]. Several protograph designs were
proposed for finite-length protograph codes. However, these
codes can be improved further to deal with issues caused by
short block length.

The key contributions of our papers are summarized below:
We propose a design framework to produce a good protograph
code in short-to-medium length. The proposed codes have
superior performance when the number of iterative decoding
iterations is small. Based on the design framework, we then
produce a family of nested codes that can provide multiple
rates within the same encoding/decoding architecture. Since
the proposed codes are designed to work best with short-
to-medium length and small decoding iterations, the coding
family is suitable for applications with ultra-low delay require-
ments.

Some of new research works on protograph codes have been
recently reported in [3], [14], [24]. The newest rate-compatible
protograph LDPC code was optimized for multi-level-cell
flash memory for the first time [3]. The authors utilized the
unbalance in raw BER over different program/erase cycles and
different types of bits stored in a memory cell to assign the
degree across the variable nodes in the protograph. In that
work, a family of the rate-compatible protograph codes with
code rates ranging from 0.5 to 0.93 were found by extending
the number of variable nodes while keeping the number
of the check nodes unchanged. The proposed codes have
superior error rate performance and fast decoding convergence
in comparison with irregular LDPC codes. Tang et al. [24]
introduced a design method to find good protograph codes
where both the number of nonzero elements in the protograph
matrices and the number of decoding iterations were strictly
limited. This work only reported punctured protograph codes,
and none of the rate-compatible codes was found. Uchikawa
[14] used the lengthening technique from [18] to search for a
family of non-punctured codes whose code rates are expressed
by the formula R = (n+1)/(n+2), for n = 1, 2, · · · , 8. All
codes were reported to possess good performance with a small
number of decoding iterations. Nevertheless, a limited number
of code rates were reported.

Motivated by the remarkable progress in protograph code
design and strong demands for low complexity and low delay
services in many new communication systems, we propose a
framework to design good rate-compatible protograph codes
taking account to such strict constraints. The objective is to
produce a new family of codes that performs well with the
small number of decoding iterations at both water-fall and
error-floor regions.

The remainder of the paper is organized as follows. Sec-
tion II introduces the concept of a protograph code and
its iterative decoding threshold behavior in two types of
protograph codes: punctured and non-punctured codes for a
specific code rate of 1/2. Section III presents the framework

to design daughter codes and a family of rate-compatible
protograph codes. Both analytical and simulation results are
included to confirm the advantage of the design approach.
Finally, Section IV concludes the paper.

II. PROPOSED PROTOGRAPH CODE DESIGN

In this section, a design framework is proposed to search
for a good performing protograph which possesses a low
iterative decoding threshold in AWGN channel with a pre-
defined number of iterative decoding iterations. An iterative
decoding threshold of a protograph is the minimum channel
quality that supports reliable iterative decoding. This new
iterative decoding threshold is computed based on PEXIT
method [16] with the predefined number of iterations. In our
method, we only focus on graphs that provide excellent coding
properties, such as a low decoding threshold and the linear
minimum distance growth property [17] that guarantees no
error floor if random circulants are assigned when constructing
the protograph code. In the following, we follow the design
guideline described in [18], but with an additional constraint
on the predetermined number of iterations.

In the literature, there are two types of protograph codes
reported, i.e., punctured and non-punctured protograph code
structures. The former was mainly based on works of Divsalar
and others in several years which were summarized in a highly
cited paper [17] after implementing many different protograph
designs. Since the protograph has a simple structure, a high
degree punctured node is needed to normalize connectivities
in the graph which had positive impacts in iterative message
passing decoder, yielding good performance [17], [18], [25].
However, these optimized protograph structures required many
decoding iterations to produce satisfactory performance. In
practical communications systems where the number of de-
coding iterations is limited, a high degree punctured node
might not be a good design solution. Thus, un-punctured
protograph was the other structure that was studied to address
this practical design problem [14]. This is also our design topic
presented in this paper.

In the following, let us revise these two graph structures, i.e.,
punctured and non-punctured protographs, and describe our
proposed coding design solution for practical communications
systems.

A. Punctured Protograph

One of the most popular protograph designs was pro-
posed by Divsalar et al. in [17]. They invented the fam-
ily of accumulate-repeat-4-jagged-accumulate (AR4JA) codes,
whose minimum distances grow linearly with the block length.
The iterative decoding thresholds approach the Shannon limit
on binary-input additive white Gaussian noise (BI-AWGN)
channels. The structure includes a degree-one variable node
connected with a highly connected punctured variable node.
Extending this structure, Nguyen et al. [18] proposed a refer-
ence design to produce a good protograph code. The proposed
code has the lowest iterative decoding threshold and linear
minimum distance growth property, which facilitates excellent
error performance. This design produced one of the best
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performing protograph codes so far in the literature [18], [26].
Since these codes were mostly optimized for iterative decoding
thresholds, they required a large number of decoding iterations
to have the best performance. An optimized rate-1/2 code
in [18] has the following proto-matrix:

H
1/2
Code1 =


1 2 0 0 0 1 0
0 3 1 1 1 1 0
0 1 2 2 1 2 1
0 2 0 0 0 0 2

 (1)

where the second column is punctured. This protograph has
7 variable and 4 check nodes, so-called 7 × 4 protograph
structure. The threshold of this code in the AWGN channel
is 0.395 dB which shows a gap of 0.208 dB to the capacity,
which is one of the best-structured rate 1/2 LDPC codes so far.
This code has the linear minimum distance growth property
that facilitates excellent error floor performance.

As reported in [17], [18], a good protograph code, which
has the decoding threshold close to the capacity, would have
a degree-1 variable node, a high-degree punctured node,
and a fraction of degree-2 variable nodes. In their works,
the code performance was reported with a large number of
decoding iterations. That is not suitable for delay-constraint
communications systems, which are the subject of our paper.
In the following, let us design our first coding scheme with
the constraints of a predefined number of decoding iterations.

First, we study the same structure, as used in [18], which has
7 variable nodes, and 4 check nodes. Using the same search
space as given in [18] with the constraints of maximum 3
parallel edges and linear minimum distance growth property,
we find the new code that is optimized to work with the
maximum number of 25 iterations only. The new code has
the following proto-matrix:

H
1/2
Code3 =


1 3 0 0 1 0 0
0 1 0 0 1 0 1
0 1 3 2 2 1 1
0 3 0 1 0 2 0

 (2)

where the second column is punctured. This protograph has
7 variable and 4 check nodes, the so-called 7× 4 protograph
structure. The protograph of Code 1 is plotted in Figure 1,
in which the labeled number indicates the number of parallel
edges. The threshold of the code with 25 decoding iterations
is 1.048 dB, which is 0.236 dB better than that of Code 1
computed at the same number of iterations. This suggests
that Code 1 is not suitable for time-sensitive applications
that can only support a small number of decoding iterations.
Since the code is optimized with 25 decoding iterations, the
code is not performing well when the number of decoding
iterations increases to hundreds. We will have a close look at
this behavior in Figure 3 that will be described in subsection
underneath.

B. Non-punctured Protograph

These above capacity approaching protograph codes used
punctured codes, typically requiring a large number of decod-
ing iterations to have excellent performance. One of the reason

3

3 3 2

2

2

Fig. 1. The rate-1/2 punctured protograph (Code-3) optimized for 20
decoding iterations

might be punctured nodes since they are untransmitted and
have the highest degree in the protograph. They might slow
down the decoder convergence, resulting in a large number
of decoding iterations needed to decode successfully. Keep-
ing that argument in mind, Uchikawa [14] studied a design
method of non-punctured protograph codes that have better
performance in a small number of decoding iterations than the
rate-1/2 NND code reported in [18]. The idea of the design
proposed in [14] was using the non-punctured protograph
structure, and was optimized based on decoding threshold
only the same as in [17], [18]. The rate-1/2 protograph code
reported in [14] has the following proto-matrix:

H
1/2
Code2 =


3 3 0 0 1 0 0 0
2 3 0 1 0 1 0 0
3 2 1 2 0 0 1 1
0 0 2 0 2 2 2 1

 (3)

where there are 8 variable nodes and 4 check nodes, so-
called 8× 4 protograph structure. This code has the decoding
threshold of 0.501 dB, which is higher than that of the NND
code [18], in the case of a large number of decoding iterations.
As reported in [14], this code had outstanding performance
when the number of decoding iterations is limited. This
phenomenon will be further studied in the subsection below.

In the following, we present our code design platform to
take into account the delay/complexity constraints of a prac-
tical communications system. We present a design platform
using the idea reported firstly in [18] and adding one more
design dimension, i.e., the predefined number of decoding
iterations. To illustrate our design, we use the non-punctured
protograph structure as studied [14]. First, we represent the
protograph by its 8 × 4 proto-matrix. The matrix contains
32 elements, each showing how many parallel edges connect
the respective variable node (column) and check node (row).
Second, we optimize the proto-matrix of over 32 variables
which lead to a highly computationally complex. Therefore a
search space reduction is needed to have a feasible solution. As
discussed in [18], the good protograph should contain several
degree-2 variable nodes and variable nodes with degrees 3 or
higher. Thus, to reduce the search space further, we start by a
search structure with two degree-2 and one degree-3 variable
nodes in the following form
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Fig. 2. The rate-1/2 non-punctured protograph (Code-4) optimized for 25
decoding iterations

H
1/2
search =


x1 x5 x9 x13 0 1 0 0
x2 x6 x10 x14 0 0 1 0
x3 x7 x11 x15 1 0 0 1
x4 x8 x12 x16 2 1 1 1

 (4)

where xi, i = 1, . . . , 16, are the number of edges connecting
their associated variable nodes (column) and check nodes
(row). To have the linear minimum distance growth property
within the code structure, the edge summation over first 4
columns should be 3 or higher [27]. We can further simplify
the problem by limiting xi ∈ {1, 2, 3} for 1 ≤ i ≤ 4 as the
one node that has the highest degree connecting to all check
nodes, and xi ∈ {0, 1, 2, 3} for 5 ≤ i ≤ 16.

In this specific example, our goal is to find a proto-
matrix that has the lowest iterative decoding threshold with a
maximum of 25 iterations. The reason behind the choice of 25
iterations is to guarantee that the message is fully propagated
through all the nodes when we design rate-adaptive protograph
codes using the lengthening method.

After a simple search, the resulting protograph, so-called
Code-4, is in the form of

H
1/2
Code4 =


3 3 1 0 0 1 0 0
3 2 0 1 0 0 1 0
3 1 0 2 1 0 0 1
3 0 2 0 2 1 1 1

 (5)

The resulted graph has 8 variable nodes, and 4 check nodes,
the so-called 8× 4 protograph structure and rate of 1/2. The
protograph of Code-4 is plotted in Figure 2, in which the
labeled number indicates the number of parallel edges. This
code has the decoding threshold of 0.964 dB with 25 decoding
iterations. The threshold is 0.06 dB lower than that of the
Code-2 reported in [14] with the same protograph structure. In
the following, the relationship between the decoding threshold
and the number of decoding iterations is studied in detail to
support our design approach.

C. Number of Decoding Iterations vs. Decoding Threshold

In this subsection, the behavior of the decoding threshold
of protograph codes for the number of decoding iterations is
investigated. Decoding threshold reflects a limit at which an
iterative message-passing decoder can decode codewords suc-
cessfully if the codeword length is large enough. If the codes

have minimum distance linear growth property [17], [18], the
decoding threshold could be a good measure to evaluate the
code performance in comparison with other protograph codes.

Figure 3 shows the behavior of the iterative decoding
threshold of protograph codes with the number of iterations
of 10, 25, 50, 100, 200, and 1000 respectively. The four
protograph codes in the previous subsections are studied in
detail. From the figure, Code 1, the solid blue line with a
circle marker, has the largest threshold (resulting in the worse
water-fall performance) with the number of decoding iterations
40 or lower. However, the code threshold is getting lower
significantly as the iteration number increases. If the number of
decoding iterations is large enough (100 and higher), this code
has the smallest decoding threshold among 4 codes studied in
this paper. This code is one of the best rate-1/2 LDPC codes
reported in the literature in high decoding iteration regime.

Based on the decoding threshold behavior of Code 1 in
Figure 3, we can predict that Code 1 has the worse error
performance among 4 codes in the small number of iteration
regime. However, in the high number of iteration regime,
Code 1 provides the best performance among studied codes.
This insight was also reported in [14] and confirmed in the
numerical result section in this paper.

Moreover, the author of [14] reported Code 2 that has a good
performance in both small and high number of iterations. The
behavior of Code 2 is plotted in the solid red curve with square
in Figure 3. Code-2 was optimized with decoding iteration
threshold only, it has a better performance at the number of it-
erations small than that of Code 1, thanks to its non-punctured
protograph structure. In the high number of decoding iteration
regime, Code-2 has a higher decoding threshold than that
of Code-1, resulting in a numerical performance worse than
that of Code-1 as reported in [14]. The behavior of two
reported codes study supported our analysis intuition that the
decoding threshold is still a good measure to find the excellent
protograph code in both small and large numbers of decoding
iterations. However, in the small number of decoding iteration
scenarios, the code design need to have a predefined number of
decoding iterations that is the extra design dimension to search
for a good protograph code, working best in this domain.

The behaviors of two new rate-1/2 codes in both punctured
(Code 3) and non-punctured (Code 4) structure are plotted as
pink and black curves in Figure 3. These codes outperform
old codes in the same structure type. In the figure, Code 4
performs the best among 4 codes studied, proving that the
non-punctured protograph structure is the most suitable coding
structure of delay-limited communications systems. The next
subsection describes the numerical performance of these codes
that confirm our design insights described in this section.

D. Numerical Results
To this point, we have only represented codes in the form of

proto-matrices (or protographs). As discussed in Section I-B, a
protograph code (or an equivalent LDPC code) is constructed
by copy-and-permutation operation on a protograph, a process
known as protograph lifting. In the following, we will report
some numerical results to support the analytic results and
insights as shown in Figure 3.
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Fig. 3. Iterative decoding threshold of protograph codes vs. Number of
Iterations

Our protograph codes are derived from protographs in two
lifting steps. First, the protograph is lifted by a factor of 4
using the progressive edge growth (PEG) algorithm [28] to
remove all multiple parallel edges. Then, the second lifting of
64 or 85 for 8×4 proto-structures, and 85 for 7×4 structure,
respectively, using the PEG algorithm. This algorithm was
applied to determine a circulant permutation of each edge
class to avoid short-length cycles occurred with the desired
code block length of approximately 1024 bits. The decoder is
a standard message-passing decoder, in which the maximum
number of iterations is set to 25. LLR clipping and other
decoding parameters are set according to [29].

The FER performance of our two new codes is shown in
Figure 4. No error floor is observed down to FER 10−4.
The figure shows that Code-3 outperforms Code-1 with a gap
of approximately 0.5 dB. These two codes have the same
protograph structure. The similar observation is seen with the
unpunctured protograph structure; Particularly, Code-4 is 0.23
dB better than Code-2. Furthermore, Code-4 has a gain of
approximately 0.72 dB over Code-1. Performances of these
codes are compared at FER = 4× 10−4. These performance
gains highlight the effectiveness of our code design method
with a small number of decoding iterations. From Figure 4,
since Code-4 also performs better than Code-3 about 0.1 dB.
It once confirms that the non-punctured protograph structure
is preferable to the punctured one with a small number of
decoding iterations.

E. Case study: Channel Efficiency of the New Protograph
Code in Satellite Communications

In this subsection, we further investigate the benefit of our
coding design in terms of channel efficiency via a practical
automatic repeat request (ARQ) in satellite communication
systems. In fact, protograph codes have been used in space
communications [30], [31]. We now investigate how the FER
improvement in our coding design is translated to the improve-
ment of the channel efficiency in the satellite communication

Fig. 4. FER performance comparison

context. The channel efficiency is defined as [32]:

η =
Throughput

Rb
, (6)

where Rb is the data bit rate. The channel efficiency depends
on data bit rate, information block length, frame error rate,
and round-trip time of the communication channel. When
the automatic repeat request go-back-N (ARQ-GB) protocol
is used, the expression for the channel efficiency is given
below [32]:

ηGB =
k(1− FER)× 100

k(1− FER) +RbTRTFER
, (7)

where k is the information block length, and TRT is round-
trip time of the channel. For detailed derivation of (7) and the
round-trip time, readers refer to [32].

Assume that the decoder was designed to operate at signal-
to-noise (SNR) ratio level of 2 dB, the distance from an
earth station to a geostationary satellite is approximated 36000
km [33], and the data rate Rb is equal 2.048 Mbps and
information block-length is 1024 bits, the channel efficiency
of for codes is given in Table I. Code 4, which is designed for
a small number of decoding iterations can achieve the channel
efficiency of 91%, which is almost two and three times higher
than that of Code 3 and Code 2, respectively. When comparing
with Code 1, both Code 2, Code 3 and Code 4 have much
better channel efficiency than that of Code 1. The significant
improvement in the channel efficiency of Code 4 is important
for today’s communication systems where efficient use of the
channel is a vital factor to meet the high traffic demand. This
suggests that it is worth redesigning protograph codes for a
small number of decoding iterations.

III. LOW COMPLEXITY RATE-COMPATIBLE CODE DESIGN

In today’s communication system, it often happens that
one communication platform is utilized to deliver different
types of services and applications. Each of which usually
has its own sets of quality of service (QoS) requirements,
including delay, data bit rate, and bit error rate [2]. The rate-
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Protograph codes FER Channel efficiency ηGB

Code 1 9e-2 2%
Code 2 4e-3 34%
Code 3 2e-3 51%
Code 4 2e-4 91%

TABLE I
CHANNEL EFFICIENCY COMPARISON.

compatible channel code is one of the essential components to
support multiple services in one hardware platform. The rate-
compatible protograph codes were found by Nguyen et al. [18]
for a wide range of code rates. However, the rate-compatible
family was optimized for long block length and a large number
of decoding iterations. Although a new set of rate-compatible
punctured codes was reported in [26] for the finite block
length, it was only optimized for a large number of decoding
iterations. To authors’ best knowledge, low complexity rate-
compatible non-punctured protograph codes with a limited
number of decoding iterations for communication channels
such as BI-AWGN have not been reported in the literature
although the demand for such codes is high, particularly for
5G mobile networks with ultra-low delay applications and
services. For such a reason, this section presents the rate-
compatible low-iteration protograph codes which perform well
at both the water-fall and error-floor regions. The design
of the rate-compatible protograph codes, which have fixed
information block-length, consists of two phases:

1) Daughter Code Design: In our design framework, we
first need to design a high-rate code called a daughter code.
This code is designed using a technique called the lengthening
technique. The technique was widely used in protograph
designs, thank to its simple protograph structure, yet producing
highly-performing codes [18]. To start with, one must choose
a base protograph that usually has a low code rate, e.g., rate-
1/2 code. Based on the base protograph, the parity check
proto-matrix of a higher-rate code is constructed by adding
one or more variable nodes to the base code while keeping
the number of check nodes unchanged.

2) Rate-Compatible Code Design: The protograph of
a high-rate daughter code found above is in turn used to
design the lower-rate protographs by adding the same number
of variable nodes and check nodes. These lower rate codes
are built in an embedded rate-compatible structure from the
daughter code, having the same information bit block. This
rate-compatible structure makes the codes suitable for many
practical applications where low complexity is a crucial tech-
nical requirement.

In the following, the detailed design of daughter codes and
the rate-compatible codes are described in detail.

A. Daughter Codes

In this section, we present one code family construction.
However, the design process ca ben extended to other code
families. We start with rate-1/2 protograph; nevertheless, we
can start from any applicable rate code. To design a high-
rate daughter code, one can use the method as described in

the previous section. But, it is much more difficult, since the
search space contains many more elements. The difficulty can
be managed by using the code lengthening design approach.
Here, we pick the best rate-1/2 protograph studied in the
previous subsection whose proto-matrix is shown in Eq. (5),
so-called Code 4 protograph.

In the lengthening technique, a higher-rate protograph is
constructed from the lower-rate protograph by adding one or
more variable nodes while keeping the number of the check
nodes unchanged. The structure of the proto-matrix for a
certain daughter code is given

HH = [HE | HL] (8)

where HL is the parity check matrix of the low-rate code, HE

is an extension matrix and HH is the parity check matrix of
a high-rate code.

In the following, we give an example of designing some
daughter codes, starting from Code 4, whose code rates are
written in the following formula:

R =
n+ 1

n+ 2
, (9)

where n = 1, 2, 3. To achieved this rate formula, for each value
of n the extension matrix HE must have 4 more variables
nodes for each code rate. This means that a new protograph is
obtained by adding 4 variable nodes at a time while keeping
the number of check nodes the same as the number of check
nodes of the base protograph. The structure of the proto-matrix
for the rate R = n+1

n+2 is given in equation (10):

Hn+1
n+2

=


x1 x5 x9 x13
x2 x6 x10 x14
x3 x7 x11 x15
x4 x8 x12 x16

H n
n+1

 . (10)

Using the same constraints on xi, i = 1, 2, · · · , 16 as in
Section II, we can search for the higher rate codes based on
the base matrix H1/2 in (5). The protographs for the daughter
codes with rates R = 2/3, 3/4, 4/5 are given below:

H 2
3
=


3 0 0 1
2 1 1 1
3 0 0 1
3 2 2 0

H 1
2

 , (11)

H 3
4
=


3 0 0 1
2 2 2 0
3 0 1 0
3 1 0 2

H 2
3

 , (12)

H 4
5
=


3 0 0 1
3 0 1 1
3 1 1 0
2 2 1 1

H 3
4

 . (13)

Threshold and Frame Error Rate Evaluations of Daughter
Codes The most recent non-punctured low-iteration protograph
codes of size 8 × 4 were reported by Uchikawa [14]. The
iterative decoding thresholds of the proposed codes and the
codes by Uchikawa are given in Table II. It is seen that the
newly found protographs all have lower iterative decoding

vts-1
Text Box
International Journal of Engineering Trends and Technology (IJETT)  - Volume 67 Issue 7- July 2019


vts-1
Text Box
ISSN: 2231-5381                                       http://www.ijettjournal.org                                        Page 120




7

Rate Uchikawa’s codes [14] New codes
1/2 1.03 0.96
2/3 1.65 1.58
3/4 2.14 2.06
4/5 2.49 2.43

TABLE II
ITERATIVE DECODING THRESHOLD COMPARISON.

thresholds in comparison with those of Uchikawa’s codes. It
is proven via simulation that the code with a lower decoding
threshold has better FER performance and BER performance
as shown in Figure 5 and Figure 6, respectively. The proposed
codes outperform 0.3 dB Uchikawa’s codes at FER level of
10−4. Moreover, the curves of the proposed codes have steep
slopes in the water-fall region, and none of the proposed codes
has the error-floor behavior even below the FER level of 10−4.
These attributes are crucial for many applications in which low
frame error rates are required.

-0.5 0 0.5 1 1.5 2 2.5 3 3.5 4

E
b
/N

0
 (dB)

10-4

10-3

10-2

10-1

F
E

R

R = 1/2, New Code
R = 1/2, Uchikawa's Code
R = 2/3, New Code
R = 2/3, Uchikawa's Code
R = 3/4, New Code
R = 3/4, Uchikawa's Code
R = 4/5, New Code
R = 4/5, Uchikawa's Code

Fig. 5. Frame error rate, 25 iterations, block length 1024 bits.

-0.5 0 0.5 1 1.5 2 2.5 3 3.5 4

E
b
/N

0
 (dB)

10-6

10-5

10-4

10-3

10-2

B
E

R

R = 1/2, New Code
R = 1/2, Uchikawa's Code
R = 2/3, New Code
R = 2/3, Uchikawa's Code
R = 3/4, New Code
R = 3/4, Uchikawa's Code
R = 4/5, New Code
R = 4/5, Uchikawa's Code

Fig. 6. Bit error rate, 25 iterations, block length 1024 bits.

B. Rate-Compatible Protograph Codes

As shown in Subsection III-A, one can proceed to use the
lengthening method to obtain the protograph codes of various
code rates. However, the drawback of the lengthening method
is that the information block lengths of the daughter codes vary
from one code rate to another. As a consequence, the transmis-
sion scheme using rate-compatible techniques becomes highly
complex to implement. The design idea of the rate-compatible
codes is to use the protograph of a daughter code as the base,
and then the base protograph is enlarged by adding the same
number of rows and columns to obtain a new proto-matrix for
a new rate-compatible code. By doing this, we guarantee that
the whole family of the rate-compatible protograph codes has
a fixed information block length. As a result, the complexity
of the encoding/decoding structure is kept low. The structure
of the rate-compatible protograph is given in Figure 7.

0
5/4H

3/2H

0

2/1H

Fig. 7. The structure of rate-compatible protographs.

For demonstration purpose, we will use the proto-matrix of
rate 4/5 with proto-matrix size of 20 × 4 in (13) to develop
a new family of the rate-compatible protograph codes which
have the rates in the form R = 16/(n + 20), where n is the
number of extra rows and columns added to the base matrix.

For example, by adding one extra row and one extra column
to proto-matrix of the base protograph H4/5 in (13), the
structure for the protograph of a lower rate R = 16/21 is
shown in (14):

H 16
21

=


H 4

5

0
0
0
0
0

x1 x2 · · · x20 1

 (14)

The last variable node in column 21 in (14) is fixed and
has degree 1. The choice is based on the design guidelines
that a good protograph LDPC code should have some degree-1
variable nodes [18]. The newly added 5th row has 20 variables
xi, i = 1, 2, · · · , 20 that are optimized such that the resulting
protograph has both the low iterative decoding threshold and
linear minimum distance growth, and thus the code has good
FER performance. We set some constraints on these variables
to narrow the search space when searching for a good proto-
graph code of rate R = 16/21 as: xi ∈ {0, 1}, i = 1, 2, · · · , 19
and x20 ∈ {0, 1, 2}.

Even we reduce the search space for the variables xi ∈
{0, 1}, i = 1, 2, · · · , 19, we still expect that the resulting rate-

vts-1
Text Box
International Journal of Engineering Trends and Technology (IJETT)  - Volume 67 Issue 7- July 2019


vts-1
Text Box
ISSN: 2231-5381                                       http://www.ijettjournal.org                                        Page 121





8

compatible protograph codes still have good performance since
the daughter code protographs are designed by the method
following the guidelines to produce a good code [18]: several
degree-2 variable nodes and the other variable nodes have
degree greater than 3 for linear minimum distance growth.
Therefore, variable xi ∈ {0, 1} does not destroy the nice
properties of the daughter codes. The search results for 20
rate-compatible protograph codes with rates from R = 16/21
to R = 16/40 are found. The proto-matrix of the protograph
with the lowest rate of 16/40 is shown in Eq. (15), from which
all proto-matrices of the other code rates are deduced. All
of these codes are capacity approaching with their decoding
thresholds approaching capacity as described in the following
praragraphs.

Iterative decoding threshold and FER performance The
iterative decoding thresholds of the proposed rate-compatible
protograph codes are listed in Table III. The threshold gap
to the Shannon threshold is at most 0.739 dB. This gap is
more significant compared to that of the rate-compatible code
family, whose maximum gap is 0.533 dB, in [26]. The exact
difference is 0.206 dB. The reason for the more significant
gap of the proposed code family is that the proposed code
family is optimized for a small number of decoding iterations.
Whereas the protograph codes in [26] were optimized for a
large number of decoding iterations (200 iterations). It is also
noted that the block lengths of the two code families are equal
1024 bits.

The FER curves for some selected codes in the family of
rate-compatible codes are plotted in Figure 8 via computer
simulations with the information blocklength 1k to support
the analytical results. The simulation procedure is similar to
the one in Section II-D. As expected, the FER curves of
the proposed rate-compatible codes have a steep slope at the
water-fall region and none of them has the error-floor behavior
as low as FER = 10−5. This attribute is vitally important for
ultra-reliable communication applications, especially for 5G
communications system [9].

IV. CONCLUSION

This paper presents an approach for designing a family of
the low complexity and low delay rate-compatible protograph
codes whose code rates can vary in the range from 0.4 to 0.8.
Both analytical and simulation results prove that the proposed
codes outperform the state-of-the-art codes when the number
of decoding iterations is limited. All selected code members
in the rate-compatible family have steep FER curves at the
water-fall region and none of them have error-floor behavior
at FER as low as 10−5. The low complexity and low de-
lay properties together with excellent FER/BER performance
make the proposed rate-compatible codes applicable to new
communication networks where delivering ultra-low delay and
ultra-reliable is one of essential requirements such as next 5G
mobile networks [9].
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H16/40 =

3333301110000000100100000000000000000000
3232211001101201120000000000000000000000
3333120000011010111000000000000000000000
3323001222221121001100000000000000000000
2111110010011000000010000000000000000000
2111110001000100000001000000000000000000
2111100000001110000000100000000000000000
2111101010000100000000010000000000000000
2111001100001000000000001000000000000000
2111100001000010000000000100000000000000
2111000000110000000000000010000000000000
2111100000000001000000000001000000000000
2111100000000000001000000000100000000000
2110001000010010000000000000010000000000
2111000010100000000000000000001000000000
2101000000000000010000000000000100000000
2111000110000000000000000000000010000000
2110000000000001100000000000000001000000
2110000001000000100000000000000000100000
2010000101000000000000000000000000010000
2110010000000001000000000000000000001000
2100010100000000000000000000000000000100
2100001000000000001000000000000000000010
2100100000100000000000000000000000000001


(15)

n Rate Threshold Shannon Threshold Gap
1 16/21 2.168 1.719 0.449
2 16/22 1.947 1.460 0.487
3 16/23 1.756 1.235 0.521
4 16/24 1.594 1.058 0.536
5 16/25 1.453 0.900 0.553
6 16/26 1.334 0.762 0.572
7 16/27 1.229 0.639 0.590
8 16/28 1.133 0.529 0.604
9 16/29 1.046 0.430 0.616

10 16/30 0.976 0.341 0.635
11 16/31 0.905 0.259 0.646
12 16/32 (1/2) 0.842 0.185 0.657
13 16/33 0.786 0.117 0.669
14 16/34 0.731 0.054 0.677
15 16/35 0.685 -0.004 0.689
16 16/36 0.644 -0.057 0.701
17 16/37 0.604 -0.107 0.711
18 16/38 0.570 -0.153 0.723
19 16/39 0.536 -0.197 0.733
20 16/40 0.503 -0.236 0.739

TABLE III
ITERATIVE DECODING THRESHOLDS FOR RATE-COMPATIBLE FAMILY

WITH CODE RATE FROM 16/40 TO 16/21.
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Fig. 8. The FER performance of rate-compatible protograph code R =
16/(n+ 20), n = 1, 2, · · · , 20, block length 1024 bits.
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