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Abstract – Generally, plant diseases are detected by 

plant pathologists with the eye observation of different 

leaf syndromes. In this paper, we propose an automatic 

system which will be able to detect and classify the 

plant diseases automatically based on the preset 

datasets. This project deals with the image processing 

techniques and SVM algorithm to identify the disease 

symptoms of different plant leaves based on color, 

texture, shape, smoothness, variance, skewness and 

other image properties from an affected leaf image 

matrix. The diseases focused in this study include 

Alternaria Alternata, Cercospora leaf spot, 
Anthracnose, Bacterial canker, Bacterial leaf streak 

and Bacterial Blight. The goal of this study is to 

accurately detect and categorize the main symptoms of 

plant disease by extracting the features from the disease 

affected portion of a leaf image. The techniques used in 

our present study are k-means clustering for detection 

and SVM algorithm for classification of diseases. The 

experimental results demonstrate the validity of our 

proposed method as a robust technique for the 

detection of plant leaf diseases. In this work, a unique 

dataset of 175 images each containing a total of eleven 
features of the affected portion of a leaf image was 

created and it is a major contribution to the study of 

automatic detection of plant diseases. 

 
 

Index Terms - Image Processing, Segmentation, plant 

leaf disease, K-means Method, SVM classifier 
 

 

I. INTRODUCTION 

 Agriculture sector plays a vital role to the survival 

of mankind by providing the basic needs. Moreover, the 

economic prosperity of a country is mostly dependent 

on agriculture. To meet the increasing demands of the 

growing population in the world, a sustainable growth 
of agricultural products is of prime concern. But 

unfortunately, a significant portion of agricultural 

products are lost as a result of several plant diseases. 

For example, a disease named Rice Brown Spot (BS) 

causes severe loss in the crops amount and Barnwal et 

al., in their paper [1] reported the variation of yield 

losses ranging from 4 to 52 % due to rice BS. So, it 

becomes very important to analyse plant diseases very 

accurately within specific time. Some diseases are 

visible to human eyes and can be easily detected and 

procured. Some are so sophisticated that those need 

powerful microscopes or specific electromagnetic 

spectrum to detect. For detection and identification of 

plant diseases, the direct eye observation of experts is 

the main approach adopted in practice. However, this 
requires continuous monitoring of experts which might 

be prohibitively expensive in large farms. Furthermore, 

farmers may have to go long distances to contact 

experts which is too expensive and time consuming to 

complete. Digital technology can make it very easy task 

to process all kind of disease images very precisely. It 

also gives the facility to remote sense the diseases 

without having an expert on the field. As a result, 

automatic detection of plant diseases has become a 

necessity and nowadays it is, indeed, a contemporary 

research topic. It may become beneficent in monitoring 
large fields of crops, and thus automatically detecting 

the symptoms of diseases as soon as they appear on 

plant leaves may lead to exclusion or reduction of the 

losses due to plant diseases. 

Almost in every case, a plant disease is identified by the 

symptoms seen in its leaves. A very few cases require 

pathological tests of its leaves or other organs. To 

detect the disease of a leaf it is required to have an in-

depth knowledge on disease symptoms in the leaf. For 

automatic detection of plant diseases, the only element 

available is the leaf images and thus image processing 

techniques are required. There are several image 
processing tools available to work with and, in this 

study, MATLAB‟s image processing tool has been 

used. The shapes, sizes and colors of leaves of different 

species of trees are different and so the disease 

symptoms for a same disease in different plants may 

vary which makes the task of automatic detection more 
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challenging. To overcome this problem, only disease 

affected portions were segmented from a leaf image and 

several distinctive features were extracted for further 

analysis in this study. 

This work consists of four major sections. They are:  

i) Collection of a fair number of images and 
preprocessing of these images; 

ii) Segmentation or clustering to extract the diseased 

portion of the image;  

iii) Extraction of several features from the selected 

cluster image and forming a training data; and  

iv) Classification based on a classifier. 
 

At the first stage, several images were collected from 
different image databases and some images were 

collected from the farm of the Plant Pathology 

department of Bangladesh Agricultural University, 

Mymensingh. After collecting a good number of leaf 

image samples, we selected leaf images of six particular 

diseases. Healthy leaf samples of all these diseases 

were also collected. The pre-processing part consists of 

resizing, RGB to grayscale transformation, grayscale 

histogram formation, denoising and filtering. After that, 

segmentation of the diseased part of the image was 

done through the clustering. In this project K-means 

clustering method had been used and three clusters 
were formed from which the selection of a proper 

cluster is required. Definitely the selected cluster should 

be that one among the three which carries the disease 

affected portion most accurately. Then different 

features regarding that clusters‟ color, texture and shape 

were extracted. Training data of diseased leaf images 

are formed from the extracted features of the cluster. 

After creating a good number of training data, the 

classifying system has been formed and leaf images are 

then tested. In this project the classifying system is a 

multiclass SVM classifier. 

The diagram in fig.1shows the overall working system 
of this study. 

 

 
Fig.1 Block Diagram of the study 

 

There are large number of plant diseases but ten to 

fifteen of those diseases are most common. Among 

those, six major diseases were selected for detection 

and classification purpose in this project. They are  

Alternaria Alternata[2], Bacterial Canker[4], 

Cercospora Leaf Spot [5] [6], Bacterial leaf streak[7] , 
Anthracnose [8] and Bacterial Blight [9].The images of 

fig.2 show the collected samples of each of these 

diseases. 

 

II. BACKGROUND STUDY AND LITERATURE 

SURVEY 

 A good number of studies have been conducted on 

this topic of automatic detection of plant diseases 

during last 10 to 15 years by many scholars. The 

authors described several methods for detecting plant 

diseases. There are different approaches which are 

advantageous in different sectors. First, the field of this 

study starts with the basic work by identifying whether 

a leaf is disease affected or not. Then studies were 

carried on to identify some diseases accurately. 

Wenjiang Huang et al.,considered three different pests 
(Powdery mildew, yellow rust and aphids) in winter 

wheat for their study. The most and the least relevant 

wavelengths for different diseases were extracted using 

RELIEF-F algorithm. The classification accuracies of 

these new indices for healthy and infected leaves with 

powdery mildew, yellow rust and aphids were 86.5%, 

85.2%, 91.6% and 93.5% respectively [11]. Zulkifli Bin 

Husinet al, in their paper [12], they captured the chilli 

plant leaf image and processed to determine the health 

status of the chilli plant. Their technique is ensuring 

that the chemicals should apply to the diseased chilli 
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plant only. They used the MATLAB for the feature 

extraction and image recognition. Moreover, pre-

processing was done using the Fourier filtering, edge 

detection and morphological operations. Computer 

vision extends the image processing paradigm for 

object classification. Here digital camera was used for 
the image capturing and LABVIEW software tool to 

build the GUI. The segmentation of leaf image is 

important while extracting the feature from that image. 

Mrunalini R. Badnakhe, Prashant R. Deshmukh 

compare the Otsu threshold and the k-means clustering 

algorithm was used for infected leaf analysis in [13]. 

They have concluded that the extracted values of the 

features are less for k-means clustering. The clarity of 

k-means clustering is more accurate than other method. 

H. Muhammad Asraf and others has proposed, Support 

Vector Machine (SVM) as classifier with three different 

kernels namely linear kernel, polynomial kernel with 

soft margin and polynomial kernel with hard margin 

[14]. Initial results show that the recognition of oil palm 

leaves is possible to be performed by SVM classifier. 
Based on the best performance result, polynomial 

kernel with soft margin iscapable of classifying nutrient 

diseases accurately in the oil palm leaves with accuracy 

of 95% of correct classification. 

 

 

 

 

 

 
(a) 

 
(b) 

 

 
(c) 

 
(d) 

 

 
(e) 

 
(f) 

Fig.2 Collected leaf image samples showing (a)Alternaria Alternara, (b)Bacterial Canker, (c)Cercospora, 

(d)Bacterial leaf streak, (e)Bacterial Blight and (f)Anthracnose affected leaf symptoms 

 

Satish Madhogariaet al. implemented an automatic 

pixel-based classification method for detecting 
unhealthy regions in leaf images [15]. Studies show that 

Machine learning methods can successfully be applied 

as an efficacious disease detection mechanism. 

Examples of such machine learning methods that have 

been applied in agricultural researches; Artificial 

Neural Networks (ANNs), Decision Trees, K-means, k 

nearest neighbors, and Support Vector Machines 

(SVMs). For example, Wang et al. in [16] predicted 

Phytophthora infestans infection on tomatoes by using 

ANNs. Also, Camargo and Smith in [17] used SVMs to 

identify visual symptoms of cotton diseases using 

SVMs. There are several classifiers available in 

machine learning. In our study we chose SVM classifier 

for classification. “Support Vector Machine” (SVM) 
[23, 24, 25] is a machine learning algorithm which can 

be used for both classification and regression 

challenges. However, it is mostly used in classification 

problems. In this algorithm, we plot each data item as a 

point in n-dimensional space (where n is number of 

features you have) with the value of each feature being 

the value of a particular coordinate. Then, we perform 

classification by finding the hyper-plane that 

differentiates the two classes very well. Support 

Vectors are simply the coordinates of individual 

observation which best segregates the two classes 

(hyper-plane/ line). 
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                     III. THE PROPOSED SYSTEM 

In the introduction section it had been discussed that 

this study has four distinct sections. The diagram shown 

in Fig.3 is the overall working diagram of this study 

where all the parts of this work are shown. 

A. Image acquisition and pre-processing 
 

The digital images were captured directly from the tree 

leaves using a digital camera. Some images were 

collected from the album of plant pathology department 

of Bangladesh Agricultural University, Mymensingh. 

Some were collected from online image databases. For 

pre-processing, a color transformed structure for the 

RGB leaf image is created, and then, a device-

independent color space transformation structure is 

applied. Images are normally found in RGB format in 
different sizes. The first task is to resize it into a fixed 

matrix and in this project the matrix was set to 

256x256. After that, the contrast of that image is 

enhanced by specific tuning using the MATLAB‟s 

image processing toolbox. 

 
Fig.3 Block Diagram of the complete work 
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Pre-processing is common for operations with 

images at the lowest level of abstraction; both input and 

output are intensity images. The aim of pre-processing 

is an improvement of the image data that suppresses 

unwilling distortions or enhances some image features 

important for further processing, although geometric 
transformations of images are classified among pre-

processing methods. Several pre-processing steps [18] 

were applied in this study and the images in Fig.4 

demonstrate some of those steps. Here in Fig.4 (a) 

shows two samples in question and Fig.4 (b) shows the 

result images of these two images after the pre-

processing steps. 

 

 

 
(a)                                            (b) 

Fig.4 (a) Raw image file, (b) Image after pre-processing 

(resizing and contrast enhancing) 

 
 

B. Image Segmentation 

 

 K-means clustering algorithm [19,20] was applied 

to crop the disease affected portion and cut off the 

green fresh portion of the query leaf image. For this 

clustering, the image is converted into lab color space. 

For example, an RGB 256x256 image is basically a 

256x256x3 matrix which shows that a definite point of 

the matrix has three different values indicating red, 

green and blue pixel values. Similarly, the Lxaxbcolor 
space consists of a luminosity layer „L‟, chromaticity 

layer „a‟ and „b‟. All the color information is in the a 

and b layers. Since the image has three colors three 

clusters are created from the color space. The distances 

were measured using Squared Euclidean Distance 

Metric. K-means clustering is applied for partitioning 

the leaf image into three clusters in which one or more 

clusters contain the disease affected portion. A cluster 

is needed to be selected and the selected cluster should 

be among that one which contains the affected region of 

interest most accurately. In our project multiple number 

of clusters have been tested. For proper segmentation 
we also needed to mask the green pixels. This task 

consists of two steps: The mostly green colored pixels 

were identified, and then the global image threshold 

using Otsu's method [21,22] were applied in order to 

specify the varying threshold value which chooses the 

threshold to minimize the interclass variance of the 

threshold black and white pixels. Then, the green pixels 

are masked as follows: if the green component of pixel 

intensities is less than the computed threshold value, the 

red, green and blue components of this pixel are 

cleared. The Fig.5 shows two examples of segmentation 

process: 

The distance measurement for k-means was done using 
the Squared Euclidean distance methodwhich indicates 

each centroid is the mean of the points in that cluster. 

 

 
(a) 

 
(b) 

Fig.5 Applying k-means clustering. An original image 

transforming into three clusters 

 

In the Fig.5 (a) a pre-processed image sample of the 

Alternaria Alternata disease with the application of k-

means clustering is shown and, In the Fig.5 (b) a pre-

processed image sample of the Cercospora leaf disease 
with the application of k-means clustering is shown. In 

this work, 3-means clustering was applied i.e., an image 

was segmented into three clusters from which one 

cluster contains the best segmented portion of the plant 

disease. Here one cluster should be chosen to extract 

the features or properties of the disease affected portion 

of the loaded leaf image. 
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C. Feature Extraction and Training Datasets 

Formation 

 

 After the cluster containing the disease affected 

portion of the leaf image has been selected, the features 

of the disease affected part are extracted. The image 
processing tool of MATLAB provides a good variety of 

features of an image. For this project, four features 

from the image Gray Level Co-occurrence Matrices 

(GLCMs) were taken. The features contrast, 

correlation, energy and homogeneity are taken from the 

GLCM. Mean standard deviation, entropy, rms value, 

skewness, variance, smoothness, kurtosis and IDM- 

these properties are taken from the segmented cluster of 

the RGB image matrix. For example, Correlation of an 

image matrix is found from: 

 

𝑑 𝑥, 𝑐 = 1−
 𝑥 − 𝑥   𝑐 − 𝑐  ′

  𝑥 − 𝑥   𝑥 − 𝑥  ′(𝑐 − 𝑐′ ) 𝑐 − 𝑐  ′
 

 

Where, 

𝑥 =
1

𝑝
( 𝑋𝑗

𝑝

𝑗=1

)1𝑝      

𝑐 =
1

𝑝
( 𝐶𝑗)

𝑝

𝑗=1

1𝑝      

1𝑝     is a row vector of p ones.In the formulae, x is an 
observation (that is, a row of X) and c is a centroid (a 

row vector).Similarly, other features were extracted 

from the image matrix. Taking these different values as 

different variables a training matrix was formed. At the 

primary stage, the project was aimed to identify six leaf 

diseases, healthy leaves and other unidentified diseases. 
First trained datasets were formed by extracting 

features from twenty-five to thirty pictures for each 

class. The area of the disease affected part was also 

calculated using the zero images and comparing the 

zero images with the selected cluster image.Five 

samples of trained datasets are given in TABLE Ithese 

are the datasets of the disease Alternaria Alternata plant 

disease. 

 

TABLE I 

Five Training Datasets 

Contrast Correlation Energy H.geneity Mean S.D. 

0.08 0.98 0.76 0.97 14.84 47.81 

0.47 0.87 0.80 0.96 14.15 48.14 

0.37 0.91 0.76 0.96 16.44 51.42 

0.54 0.75 0.54 0.92 17.97 37.66 

0.51 0.71 0.89 0.97 17.12 35.52 

 

 

 

Entropy  RMS Variance Kurtosis Skewness IDM 

1.71 5.57 2150.70 15.60 3.63 255 

1.37 4.31 1632.22 15.77 3.67 255 

1.67 5.34 2305.04 13.79 3.40 255 

2.58 7.40 1306.81 10.50 2.59 255 

2.84 10.45 1162.23 27.60 4.68 255 

 

At the time of testing, the classifier uses the testing 

matrix to compare with the training matrix.The two 

graphs shown in Fig.4 (a) and (b) consecutivelyarethe 

parallel co-ordinate plotting of our trained datasets. 

 

 
(a) 

 
(b) 

Fig.4 Parallel co-ordinate plot of the trained datasets 

showing variations in different leaf samples 

 

From the plots in Fig.4 we can see the distinctions 

among the properties from different disease affected 

leaf samples. The features of a class of a disease sum up 

a different value which is distinctive from the other 
class of disease. 

 

D. Classification 

 This is the most important part of the project. As 

our dataset had a moderate number of elements for 

classification we chose multi-level SVM classifier [26, 

27, and 28]. A multilevel SVM classification algorighm 

http://www.ijettjournal.org/


International Journal of Engineering Trends and Technology (IJETT) – Volume 68 Issue 1- Jan  2020 

 

 

ISSN: 2231-5381                                  http://www.ijettjournal.org                                      Page 89 

code was formed. For example, the segmented image 

that was discussed in this paper previously has the 

properties as shown in TABLE II: 

 

TABLE II 

A Testing Data 

Contra
st 

Correlati
on 

Energ
y 

H.geneit
y 

Mea
n 

S.D. 

0.08 0.85 0.78 0.91 13.7

6 

51.8

1 

 

Entrop

y  

RM

S 

Varianc

e 

Kurtosi

s 

Skewnes

s 

ID

M 

1.71 5.57 2265.70 12.60 3.69 255 

 

Which is mostly similar with the training matrix set of 

the disease Alternaria Alternata? So, the designed 

multiclass SVM model compares these data with the 

given trained datasets. In this project the classifier was 

formed to have 8 classes which could identify six 

diseases, healthy leaves and unidentified leaves. 

Primarily the SVM algorithm is a binary classifier 
algorithm which separates two classes of data by a 

hyperplane. But some techniques are available to use 

SVM for multilevel classification. In our work we used 

a multilevel technique for which trained data needed to 

be formed into another dataset separated by 8 class 

labels. The multilevel technique is such that the features 

of a testing sample enter the classification segment by 

setting a predefined class to its variables. Then it 

compares each of the class one by one as a binary 

classifier. So this technique can be called a one vs one 

to multilevel classification algorithm.  

 

 

 

 

 

IV. CONCLUSION 

In this paper, the applications of K-means clustering 

and multi class Support Vector Machines (SVMs) have 

been formulated for clustering and classification of 

diseases that have effects on plant leaves. Identifying 

and classifying the disease is mainly the purpose of the 

proposed approach. Thus, the proposed algorithm was 

tested on six diseases which influence on the plants; 

they are: Alternaria Alternata, Cercospora Leaf Spot, 
Bacterial Blight, Anthracnose, Bacterial Canker and 

Bacterial Leaf Streak. The experimental results indicate 

that the proposed approach is a viable approach, which 

can significantly support an accurate detection of leaf 

diseases with a little computational effort.  An 

extension of this work will focus on developing hybrid 

algorithms such as generic algorithms and Neural 

Networks in order to increase the recognition rate of the 

final classification process underscoring the advantages 

of hybrid algorithms; also, we will dedicate our future 

works on automatically estimating the severity of the 
detected disease. 
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