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Abstract — The paper aims to build and implement a 

predictive model called a fuzzy system. The fuzzy rule 

bases component is generated by using the input-output 

data pairs. Its consequence part is optimized by using 
ordinary least squares. The initial structure model is 

needed to create the input-output data pairs based on the 

multiple time series. The rule bases are generated by 

using table lookup schema in which each input-output 

pairs has a contribution as a candidate rule. The 

obtaining rule base is modified to be an efficient one by 

optimizing its consequence part. As a case study is used, 

the 2-time series assumed which they have a causality 

effect. The data are the soybean price of both domestic 

and abroad. The developed fuzzy system is used in the 

forecasting of the domestic soybean price. The fuzzy 
system's performance is very satisfying, assessed 

according to the R-squared and mean squared error of 

criteria.  

Keywords — fuzzy system, optimized rule bases, 

predictive model, times series forecasting. 

I. INTRODUCTION  

Today, machine learning is a popular decision problem in 

any area ranging from engineering to social science. In 

general, machine learning has two types that are supervised 
learning and unsupervised learning. The predictive model has 

resulted from supervised learning.  A predictive model is 

called a classification model if the output variable is 

categorical. On the other side, if the output variable is a 

numerical value, the predictive model is called the regression 

model [1-3].  A predictive model can support decision 

making to achieve both transparent and optimal decision [4]. 

There are many types of predictive models ranging from 

a simple model to complicated ones. Because decision-

making aims to make the right decision, the model accuracy 

is a central issue. The phenomena motivate many researchers 

to develop the highest accuracy model, although it's a 

complicated one as a tradeoff. Some complicated models 

such as that are a hybrid between the wavelet decomposition 

and radial bases function, Kusdarwati and Handoyo [5] do 

neural network, the model performance comparing between 
logistic regression and support vector machine done by 

Widodo and Handoyo [6], and also Nugroho et al. [7] have 

compared the accuracy performance between logistic 

regression and linear vector quantization. The developed 

models are similar to a causality system that are predictor 

variables affecting the response variable. 

In nature, based on some reasons, there are many systems 

considered a black box. The black box system output 

observed interval or period simultaneously will produce 

time-series data [8]. The time series modeling has grown 

vastly caused by forecasting from society, either an 

individual or corporate. Recently, modeling time series uses 

the heuristic approach in machine learning methods such as 

neural network and fuzzy logic have done by many 

researchers. The implementation of a fuzzy system with 

generated fuzzy rule bases by using empirical data has done 

by Handoyo and Marji [9], Handoyo et al. [10], Efendy et al. 
[11],  Handoyo and Kusdarwati [12] and Kacimi, et al. [13] 

where their research focused on a single time-series data. In 

real life, the time series data can depend on the other one, 

such as the soybean domestics prices in Indonesia depend on 

the soybean aboard prices at the same as interval time of 

observed values.  

The considering of other time series on the model 

building is a multivariate time series domain that is 

motivated to find a more realistic forecasting model [14-15]. 

Based on the description above, the research goals are 

Generating and implementing fuzzy rule bases. The 

consequence part is optimized on the multiple time series 

data in building a predictive model for regression purposes. 
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II. THE PROPOSED METHOD  

The various kinds of time series data served by many 

sources have stimulated many researchers to build a model 

that involves some time series data. The autoregressive 

distributed lag (ARDL) model is built considering multiple 

time series that have causality of one series to another series 

[16]. The structure of an ARDL model's input and output is 

similar to the multiple regression model, but the predictor 

variables are time series of some lags sequence. Equation (1) 

presents the input and output pairs of an ARDL model.  

𝐴

= [

𝑥𝑡−1 𝑥𝑡−2         𝑥𝑡−3 𝑦𝑡−1

𝑥𝑡−2 𝑥𝑡−3          𝑥𝑡−2 𝑦𝑡−2
⋯

 𝑦𝑡−3 𝑦𝑡−4

𝑦𝑡−4 𝑦𝑡−5

⋮ ⋱ ⋮
𝑥𝑡−𝑝 𝑥𝑡−(𝑝−1)      𝑥𝑡−(𝑝−2)

 𝑦𝑡−𝑝 ⋯ 𝑦𝑡−(𝑝−2) 𝑦𝑡−(𝑝−3)

] 

     ….………..(1) 

In equation (1), the matrix A is composed of 2 time series 

of Xt and Yt where both time series have a causality 

relationship, and the series Xt influences the series Yt.  The 

most important component of the fuzzy system is the fuzzy 

rule bases, which will be generated by the empirical data that 

have the format, such as in the equation (1).  
Handoyo and Marji [10] have developed the fuzzy system 

with the case of the single time series. In the fuzzy system, 

the structure of the rule bases is given such as on the 

equation (2) as follows 

𝑅1: 𝐼𝐹( 𝑥1,1 = 𝐴1,1 𝑎𝑛𝑑 …𝑎𝑛𝑑 𝑥𝑝,1 = 𝐴𝑝,1  )  

𝑇𝐻𝐸𝑁 (𝑦1 = 𝜃01) 

𝑅2: 𝐼𝐹( 𝑥1,2 = 𝐴1,2 𝑎𝑛𝑑 …𝑎𝑛𝑑 𝑥𝑝,2 = 𝐴𝑝,2  ) 

𝑇𝐻𝐸𝑁 (𝑦2 = 𝜃02) 

𝑅𝑞: 𝐼𝐹(𝑥1,𝑛 = 𝐴1,𝑛 𝑎𝑛𝑑 …𝑎𝑛𝑑 𝑥𝑝,𝑛 = 𝐴𝑝,𝑛 )  

𝑇𝐻𝐸𝑁 (𝑦𝑛 = 𝜃0𝑞) 

     ….………(2) 
 The rule bases consist of q rules where the parts following 

“THEN” are called the consequence part that will be 

optimized by ordinary least square. [18]. 

Consider the equation(3) as the following 
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     ………..(3) 

 Equation (3) represents Takagi Sugeno’s fuzzy system 

that is expressed in the system linear equation. The system 

has q fuzzy rules in the fuzzy rule bases where the optimal 

consequence part is obtained by ordinary least square (OLS). 

The consequence part is denoted by 𝜃0 ( 𝜃0
𝑞
 is the optimal 

consequence part of the rule number q). The fire strength of 

rule number q with the first data input is stated by �̅�1
𝑞
 (the 

alpha-cut of the first input of rule number q), whereas �̂� 

denoted the predicted value of the example number n.  

In this work, the optimal consequence part (𝜃0 ) is 

calculated bypassing the input of the training set to the fuzzy 

rule bases. The computation yields the alpha-cut matrix. By 
considering the target data as the response variable, such as 

on the equation (3),  the linear system equation describes a 

fuzzy system that has unknown parameters of  𝜃0 .  

Unfortunately, the alpha-cut matrix is a singular one causing 

the close form solution is not directly available. The singular 

value decomposition (SVD) is applied for obtaining the 

optimal 𝜃0 . Finally, the predicted values of the testing set 

are straightforwardly obtained, bypassing the input of the 

testing set to the system  

III. THE DATA AND FUZZY SYSTEM 

DEVELOPMENT PROCESS  

The section will be described the soybean prices 

graphically on both domestic and aboard as a case study on 
Indonesia's East Java province. It is also presented the fuzzy 

system development steps in sequential order briefly. 

A. Presenting data graphically  
The research uses the domestic and aboard of the daily 

soybean prices data. The case study Data were picked up 

from the “Perum BULOG” in the East Java regional division 

of Indonesia ( from 2014 March to 2017 December). The 

time series plot of both data is presented in figure 1 as 
follows 

 
Fig. 1. Domestic and aboard of the soybean prices 

In figure 1 above, both curves described the domestic 

soybean prices at the above part, and the lower part is the 

soybean aboard prices. Both soybean prices have a similar 

pattern, but there is a gap between them and some decreasing 

and increasing fluctuation gradually. The large gap 

fluctuating across time shows that both prices have 

significantly different prices. 
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B. The fuzzy system development steps 

To assess the fuzzy system performance, the first analysis 

step must be determined the subset data as the training part 

and the other subset as the testing part. The developed fuzzy 

system only relates to the training part. The development 
steps are as follows 

a. determine a membership function and number of 

fuzzy set covering the input domain 

b. determine a structure model that describes the 

dependency between both time series 

c. set the parameters of membership function 

d. determine its membership degree of each observed 

value of the training part 

e. arrange both time series based on the structure model 

as input-output data pairs 

f. substitute the observed value with its associated fuzzy 

set to form a candidate rule 
g. compute the degree of each candidate rule 

h. use the table lookup schema to produce the fuzzy rule 

bases 

i. optimize the consequence part of each rule using 

ordinary least square 

j. run the fuzzy system on the training data  

k. run the fuzzy system on the testing data 

l. calculate the accuracy measure both of MAPE and R-

squared. 

IV. RESULTS AND DISCUSSION  

This section will present the generating of fuzzy rule rules 
using the table lookup schema's training data. The estimation 

of the constant values as the consequent parts of each fuzzy 

rule is conducted by the OLS method. The implementation of 

the optimal fuzzy rule bases on both the training and testing 

data will be followed by the calculating system performance 

on both the MAPE and R-squared criteria. 

A. Generating fuzzy rule candidates uses input-output data 

pairs 

In the developing fuzzy system of the research, two 

parameters will be tuned. The first parameter that will be set 

equal to 3 is the relationship of input-output pairs as the 

structural model describes the dependency of output to 

inputs. The second parameter that will be set equal to 7  is 

the number of fuzzy sets used in the fuzzification phase, 

followed by associating the membership function type ( the 

work will be used the Gauss MF or Gaussian membership 

function). Table 1 presents the Gaussian parameters (spread 
and mean) that must cover the training data set's domain 

value. 

 

 

 

TABLE 1. The Gaussian parameters of both time 

series 

 

Domestic Price Aboard Price 

Fuzzy Set Spread mean spread Mean 

Small_3(S3) 91.92 8398 94.67 7885 

Small_2(S2) 91.92 8581 94.67 8074 

Small_1(S1) 91.92 8765 94.67 8263 

Normal(N) 91.92 8949 94.67 8453 

Big_1(B1) 91.92 9133 94.67 8642 

Big_2(B2) 91.92 9317 94.67 8831 

B9g_4(B3) 91.92 9501 94.67 9021 

 
For simplicity purposes, the spread parameter is set to 

the same constant, and the mean parameter increases with 

factor 2 time to spread between two nearby fuzzy sets.  

Each observed value of training data is transformed with 

all of Gauss MF in Table 1. Let's consider an observed 

value (obs_1) with the highest degree of the B2, which 

means that the fuzzy set of the B2 will represent obs_1. 

The fuzzification resulted from the first 5 example points 

is presented in Table 2, where the fuzzy set notations of 

S3, S2, S1, N, B1, B2, B3 are replaced by the values of 

1,2,3,4,5,6 and 7 respectively for the simple term. 

TABLE 2. The first 5 example points after the 

fuzzification  process  

 

Domestic Aboard 

Obs_no 

Highest 

degree  

Fuzzy 

set 

Highest 

degree Fuzzy set 

1 0.8823 7 1 7 

2 1 7 1 7 

3 0.6782 7 0.9186 7 

4 0.7728 7 0.9226 7 

5 0.9742 7 0.647 6 

 
For example, on row number 5, it can be stated that the 

ov_5 (observation value number 5)  is a member of fuzzy set 

B3 with its membership degree of 0.9742 for the domestic 

soybean prices, and the aboard soybean price is a member of 

fussy set B2 with its membership degree of 0.647. It also is 

noted that ov_5 means the observation is done at a time 

sequence of 5. Based on the determined structure model, 

which is the input function to produce an output, each 

input-output pair will be a rule candidate. For example, a 

structure model involves the X’s lag of 3 and the Y’s lag 

of 3. The training data is arranged as a table (matrix ) data 

structure. Each matrix’s row is an input and output pairs. 
The structured input and output will create the 

corresponding matrix of candidate rule bases, presented in 

table 3. 
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TABLE 3. the last 7  rows of  the rule candidates of the 

fuzzy rule bases 

CR_no X3 X2 X1 Y3 Y2 Y1 Yt degree 

125 2 2 2 1 2 1 1 0.134 

126 2 2 2 1 1 2 1 0.289 

127 1 2 2 1 1 1 1 0.478 

128 1 1 2 1 1 1 1 0.568 

129 2 1 1 1 1 1 2 0.371 

130 2 2 1 2 1 1 2 0.375 

131 1 2 2 2 2 1 2 0.260 

The total rule candidates depend on the number of the 

observed value and the number of lag involved in the model 

structure. Table 3 consists of 131 rule candidates generated 

from 134 observed values of training data with the 3 lags 

considered to affect the current value of Yt (the domestic 

soybean price at the time of t). 

B. Optimizing consequence part of each rule 

By using the table lookup schema for obtaining the fuzzy 

rule bases, it is selected as many as 66 rules as the member of 

the fuzzy rule bases presented in table 4 as follows: 

TABLE 4. The first 7  fuzzy rules of the fuzzy rule 

bases 

CR_no X3 X2 X1 Y3 Y2 Y1 Yt degree 

1 6 6 6 6 6 6 6 0.820 

2 3 3 3 4 4 4 4 0.695 

3 7 7 7 7 7 7 7 0.631 

4 1 1 2 1 1 1 1 0.568 

5 4 4 4 4 4 4 4 0.516 

6 1 2 2 1 1 1 1 0.478 

7 6 6 7 6 6 6 6 0.453 

Consider the first row of Table 4, and the fuzzy rule can 

be read as “ IF ( all of the inputs systems including X3, X2, 

X1, Y3, Y2, and Y1  have linguistic value notated by the 
digit of 6 that means the fuzzy set of B2 withstand of Big2) 

THEN the output (Yt) is the linguistic value of 6  “. It is 

necessary to note that the generated fuzzy rule bases are 

fuzzy rule bases of Mamdani’s fuzzy system because the 

consequence part's values are a linguistic value. The next 

step is to assign the Gaussian parameter in Table 1 to the 

corresponding fuzzy set in the rule bases in Table 4. The 

process will transform each cell's elements in the rule bases 

to be the pairs of fuzzy sets and Gaussian parameters. The 

fuzzification of the rule bases is done by assigning each input 

data to the whole of the rule bases' fuzzy rules. For example, 
the first row of data input is conducted the fuzzification 

process on the first rule that will yield the membership 

degree on its corresponding fuzzy set. The number of 

membership degrees is 6 values because there are 6 predictor 

variables in the system input. Finally, each input data (a row 

of the matrix input-output pairs that the output variable is 

excluded) through the fuzzification process will be 

transformed into a matrix whose elements are membership 
degree with the dimension of the matrix of 61x6. Using logic 

operator (AND) on each rule, there is a value on each rule 

antecedent part called the fire strength or alpha-cut. 

Furthermore, the matrix becomes to be a vector with a length 

of 61. 

When all of the training set's input data (131 rows) have 

been completed in the fuzzification processing on the rule 

bases, the result produced is a matrix with the dimension of 

131x61. Each row of the last matrix has a corresponding 

fuzzification output to each row of the data input matrix on 

the fuzzy rule bases. The last matrix is mapped for the 

resulting output target y. Because each column of the last 

matrix is related to a rule's consequence in the fuzzy rule 

bases, its consequence value can be obtained by the OLS 

method. The training process's final output is a constant 

value due to each rule of the fuzzy rule bases. 

C. Performance of fuzzy system on both of training and 

testing set 

The fuzzy system's training process has completed when 

the optimized fuzzy rule bases component has been obtained. 

The output system will be produced when input data is 

entered into the fuzzy system. The input data will conduct 

the fuzzification process on each rule in the fuzzy rule bases. 
The antecedent part of each rule will produce a firing 

strength. The output of the fuzzy system is yielded by the dot 

product between the fire strength vector and the optimized 

consequence vector. The output system of the training set is 

presented in figure 2. 

 
Fig.  2. Plot the actual and  predicted values of the 

training data set 

Figure 2 is the plot that describes how each sample 

point observed can be predicted almost perfectly by the 

output of the system (predicted values). Both curves are 

very close to each other, and it is difficult to capture the 

gap between the observed values and predicted values. 
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The accuracy measures as a system performance measure 

are the MAPE of 0.1155% and the R-squared of 99.8%. Both 

accuracy measures show that the system has very high 

performance on the training data. 

On the other hand, Figure 3 describes how the observed 
values of testing data are predicted by the output system 

(predicted values). The gap between observed and predicted 

values is still easy to identify. Nevertheless, the pattern of 

both curves is very similar. The results give an insight that 

the system can forecast future values well. 

 
Fig. 3. Plot the actual and  predictive values on the 

testing data 

The system performance on the testing data is good enough, 

with the MAPE of 0.49% and the R2 of 73%. Both accuracy 
measures show a significant difference with the system 

performance on the training data. The testing data's MAPE 

value is almost 4 times larger than the MAPE value of 

training data. The R2 of testing data is about 27% lower than 

the R2 of the training data. The results indicate that there is a 

possibility of overfitting on the fuzzy system training. 

V. CONCLUSION 

This study has implemented a fuzzy system that used 

Gaussian MF to consider the inputs of the 3 lags in both time 

series data and determine the fuzzy set number of 7 linguistic 

values. The table lookup schema's fuzzy rule bases consist of 
the 66 fuzzy rules that each of its consequence parts 

optimized using the ordinary least square method.  

Furthermore, the fuzzy system can be viewed as a linear 

model, so the system's output is produced by the dot product 

between the optimal consequence part and the fire strength of 

each rule. In fitting the training data, the system has 

performance measures of the MAPE = 0.1155% and R2 = 

99.8%. Nevertheless, the system performances on the testing 

data are 0.49% and 73% of the MAPE and R2, respectively 
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