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Abstract –In medical imaging, one of the tough tasks is the 

classification of tumors present in the human brain. The 
work concentrates on the detection of the exact infected 

location in the human brain that consists of tumor and 

provide suitable techniques to administer treatment for the 

same. To achieve this objective, although there are various 

deep learning techniques employed by different researchers, 

an attempt has been made in this work to diagnose the 

existence of tumors using transfer learning. The 

experimentation has been carried out on the standard 

benchmark dataset-BraTs 2018. A hybrid model has been 

developed in this work for classifying the tumor as benign or 

malignant. The hybrid model is developed using depth-wise 

convolutions instead of the traditional approach in 
combination with the residual block being introduced in the 

final layer into the modified U-Net model deployed using a 

pre-trained VGG-16 model for classification. This hybrid 

model was then fine-tuned by varying certain vital 

hyperparameters to obtain an accuracy of about 92.30%. 

Keywords - Transfer Learning, Deptwise-CNN, VGG-16, 

Semantic Segmentation, Residual U-Net, Fine Tuning.  

I. INTRODUCTION  

Glioma is one of the primitive forms of tumor that 

occurs more commonly in the human brain. They are the 

resultant of gluey cells that are a part of the human nervous 

system. There are different types and grades of Glioma [1]. 

As indicated by the World Health Organization, major 

genetic variations have lead to the rise of using computer-

aided diagnosis tools for treatment [2] of the same in 
humans. Biomedical Imaging provides a platform for 

researchers to contribute to the diagnosis of tumors in the 

human brain by developing various applications[3]. 

Tremendous work has been carried out in the classification 

of tumors on medical resonate images. MR Imaging is one of 

the most preferred techniques for the analysis of tumors as it 

upholds the vital characteristics of the image chosen for 

experimentation. Since the most common type of tumor 

occurring in the human brain irrespective of the age of the 
person is glioma, a hybrid model has been developed in 

accordance with the same to classify the image sample as 

benign or malignant. Many transfer learning [4] approaches 

exist, of which the standard VGG-16 model has been chosen 

here for experimentation. The survey carried out previously 

in [5] upholds that the CNN’s[6] are the best suitable deep 

learning architectures for image classification and other 

tasks. However, research, on the other hand, claims that U-

net model architecture [7] is most sought for analysis of 

biomedical images. Thus this paper concentrates on bridging 

the hybrid preprocess technique developed by Dheeraj and et 

al. with the modified U-Net model and use the weights 
obtained from the pretrained VGG-16 model to rightly 

classify the tumor as benign or malignant. This work in 

comparison to the work carried out using cascading  

II. RELATED WORK 

In the comparative work [8] carried out, it is observed that 

deep learning architectures have a better persay over the 

machine learning architectures for classification in medical 

imaging since the amount of data available for 
experimentation is very limited. From literature, it is evident 

that CNN is one of the most sought architecture for the 

classification of images. U-Net architecture is one of the 

recent advancements chosen for semantic segmentation of 

tumors, which uses the techniques like pruning, quantization 

[9-12] in selecting the optimal weights against competent 

models from scratch for factorizing depth-wise convolution 

models [13-15]. In [16], traditional machine learning 

techniques are used for classification. However, the results 

from work carried out in [17] show that CNNs produce 

better performance considering spatial distance techniques 
on the pixels. In [18,19] patch-wise segmentation technique 

using CNN was developed, which is used in the proposed 

work here with the modified variant of U-Net 

Architecture for semantic segmentation. It is observed 

from the literature that U-Net can yield promising results in 

the extraction of tumors in the field of biomedical 

imaging[20]. 

III. PROPOSED METHODOLOGY 
As a matter of fact, it is observed from the literature that 

machine learning architectures suffered from the generic 

problem of extraction of dominant features due to the limited 
access to these handcrafted techniques. To overcome this 
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problem, deep learning techniques have emerged to add a 

new dimension to biomedical applications [21-23]. 

It is evident from the previous work that is training the 

network using the transfer learning approach is efficient and 

faster than the traditional way of training the model using 
random weights[24-26].  

In the proposed work, the U-Net model variant with 

connections of  128 to 1024 up-sampling and 1024 to 128 

down-sampling blocks as against the standard architecture of 

64 to 1024 and 1024 to 64 sampling filter is designed. This 

model is then intercepted with a residual block containing a 

branched series of filters is developed to accept the 

preprocessed image obtained by applying a hybrid technique 

of LDA and PCA. Then this image is subjected to training by 

using the standard pre-trained weights that are obtained from 

the VGG-16 deep learning model. In the proposed model, 

padding of 1*1 pixel is added with padding of                    1-

pixel being appended after every convolutional layer to 
prevent the loss of any kind of spatial characteristic of the 

segmented image. Finally, this VGG-16 model is subjected 

to fine-tuning using the block-wise batch normalization 

technique to perform the prediction. The residual block  

The proposed architecture is as shown in fig 1 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Proposed Architecture of DR-UNET Model 
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The proposed architecture interfacing the residual block 

with the model is as shown in fig 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2: Residual Block Architecture 

IV. RESULTS AND DISCUSSIONS 

In the proposed work, an attempt has been made initially 

to differentiate between the normal brain and tumorous brain 

in the dataset chosen for experimentation. BraTs 2018 data 

set has been chosen for benchmarking. The pretrained VGG-

16 model is used with an image dimension of 224X224, 
generating a feature map of (7,7,512). Further this output is 

flattened to reduce it to the one-hot vector of size 1,25088 

features.ReLu activation function is applied to reduce the 

problem of vanishing gradient. 

The training parameters were chosen for tuning the model-

1 by varying the epochs, learning rate, and batch size are 

shown below: 

Model 1Parameters: 

o Epochs : 25 

o Learning Rate : 0.0002 

o Batch Size: 4 

 

The accuracy score obtained for the above model during the 

prediction is around 86.53%. 

The training parameters were chosen for tuning the model-2 

by varying the epochs, learning rate, and batch size are 

shown below: 

Model 2Parameters: 

o Epochs : 50 

o Learning Rate : 0.0005 

o Batch Size: 8 

 

The accuracy score obtained for the above model during the 

prediction is around 90.38%. 
 

Evaluation Metrics: 

From the experimentation carried out, it is very clear that the 

performance of  model-2 is better than model-1and hence the 

F-measure was obtained for model-2 to measure it.  

 

The Accuracy score and the report of the classification are as 

shown below table for Model-2. 

 

Table 1: F-1 Measure of Model-2 

 Precision Recall F1-score Support 

Normal 0.90 0.90 0.90 21 

Tumor 0.94 0.94 0.94 31 

Accuracy   0.92 52 

Macro 

Avg 

0.92 0.92 0.92 52 

Weighted 

Avg 

0.92 0.92 0.92 52 

 

The specificity and sensitivity for the model were also 

calculated and are as recorded in fig 4 by generating the 

confusion matrix. 

 

 

 

 

 

 

 

Fig 4: Confusion Matrix for Model-2 
 

The graphs for training versus validation accuracy of the 

classifier are plotted in fig 5. 

 
Fig 5: Plot for Training vs Validation accuracy 

 

The graphs for training versus validation loss of the classifier 

is plotted in fig 6. 

 

Confusion Matrix: 

[[19    2] 
  [29   2]] 
------------------------------------------- 
Specificity: 0.9355 
Sensitivity: 0.9048 
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Fig 6: Plot for Training vs Validation loss 

 

From this work it can also be claimed that the hybrid 

technique of LDA and PCA which is used for preprocessing 

along with the modified U-Net model used for segmentation 

and classification of tumor as cancerous or non cancerous by 

using the pretrained VGG-16 model has been successfully 

able to rightly diagonise the test image based on the ground 

truth data as shown in fig 7. 

 

About 30 test samples were randomly selected for validation. 

Fig 7: 30 samples for random validation test compared 

with their ground truth values 

 

V. CONCLUSIONS 

         It can be observed from the results and graphs that the 

model-2 parameters can be fixed for the classification model 

to rightly classify the image as benign or malignant. Also, it 

can be observed that from the accuracy graph as shown in the 

fig 5 that,  there is a sudden drop in the validation accuracy 
which has been fixed and controlled by varying over the 

number of epochs. Also, from the loss graph as shown in fig 

6, it can be noticed that there is a sudden rise seen in the 

validation loss which has been controlled.  

Thus the experimentation carried out on the BraTs dataset 

hereby signifies that this hybrid technique is found to 

produce an accuracy measure of about 92.30% for the model-

2 and further fine tuning leads to downfall in the 

performance measure. Hence the model tested here can be 

used for any further analysis in near future for developing 

applications. 
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