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Abstract - The recommendation system provides the user 

with their needed item or service by analyzing their 

preference history. In recent times the location-based 

recommendation has played a significant role in our 

everyday life. User interaction towards the internet is based 

on the social relationships comprising User Generated 

Content (UGC) like online reviews. A collaborative filtering 

approach is a popular recommendation framework for 

making recommendations to a new user based on 

comparable user content. However, it is vulnerable to 

Shilling attacks, in which shills put any unethical data into 

the ratings or comments database in order to modify the 
recommendations. As a lacking of trust format, the risk of 

misinformation becomes a research and evaluation concern. 

This paper proposes a trustworthy recommendation 

framework using the content features of the Deceptive 

opinion spam corpus dataset by employing the various deep 

learning algorithms in predicting the truthfulness of the 

reviews. Among the inspired models, the proposed hybrid 

combination of CNN-LSTM involving content feature excels 

in accuracy and prediction, thereby improving the 

performance and stability of the recommendation system. 

Keywords — User Generated Content (UGC), Shilling 
attack, Long Short-term Memory (LSTM), Gated Recurrent 

Unit (GRU), Convolutional Neural Network (CNN), 

Bidirectional Long Short Term Memory (Bi-LSTM). 

I. INTRODUCTION  
The user's requirements are suggested by the recommender 

system based on their preferences and interests. It has 

several uses, including e-commerce, e-learning, and tourism. 

etc[1].The recent trend of recommendation is the Location-

based recommender systems which provide needed services 

related to the physical location of the user with the help of 

their mobile devices. A location-based recommendation 

system uses the unique properties of locations having 

granularity in different levels. With the usage of Location-

Based Social Networks (LBSN), three types of graphs can 

be built[2] as given in Fig.1. 

 

Fig.1.Categories of Graph built using LBSN 

The user-location graph consists of users and their locations 

as entities. It is made up of user check-ins and the number of 

visits estimated based on the user's check-in histories. The 

location-location graph consists of the consecutive visit of a 

location by the user and their generated contents. The user-

user graph depicts the nature of the relationship between 
both users in an online community. Thus with the usage of 

LBSN, the user can be given recommendations with the 

application of the Collaborative Filtering technique[3]. The 

collaborative filtering approach compares users or objects 

using ratings or other preference profiles based on relevance 

and makes a suggestion to the user. It is the most common 

technique used for recommendation[4][22]. 

It provides the recommendation based on relevance, and it is 

open in nature. As there is huge User-generated content is 
available now in the social network without any trust format, 

the collaborative filtering technique suffers from providing 

the promising recommendation to the user with the full 

impact of trust[5]. Thus the collaborative filtering technique 

is more prone to shilling or profile injection attacks[6][21]. 

https://ijettjournal.org/archive/ijett-v69i10p230
https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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In a shilling attack, the shillers inject unscrupulous shilling 

profiles into the rating or review description database, and 

therefore the system’s recommendation gets altered, and 

inappropriate items are being recommended[7]. The two 

specific intents of shilling attacks are given in Fig.2. In the 
Push attack, the items are being promoted so that the item 

becomes more likely by the user. In the Nuke attack, the 

Shiller inserts bogus data to demote the opponent’s item to 

become a less likely one to the user. The effort needed to 

mount the attack is the minimum knowledge required about 

the system. 

 
Fig.2. Attack intents of Shiller 

Thus this paper provides the contribution in tackling the 

shilling attack with the credibility assessment on content 

feature involving user reviews. Deep Learning models are 

now widely used in recommender system as it has its variety 
of applications in feature engineering[8]. Thus, this 

proposed work analyses the deep learning model in 

assessing the credibility of the recommendation system with 

the consideration of content features involving review text 

and compound score. This Provides the prediction of trust in 

reviews. The body of the article is arranged as follows: 

Materials and techniques are discussed in section 2, 

Evaluation Metrics are discussed in section 3, Results and 

Discussion are discussed in section 4, and Future Work is 

discussed in section 5. 

II. MATERIALS AND METHODS 

 

A. Problem Formulation 

With wide available user-generated content, the possibility of 

misinformation becomes a research problem, and evaluating 

the content's credibility is a key motivation of this research. 

The objective is to overcome the shilling attack by providing 

trustworthy recommendations with the exploration of 

credibility features in a Location-based recommender 

system. Thus a typical deep learning model involving the 

hybrid combination of CNN and LSTM exploring content 

feature is presented, which enhances the performance of the 

recommender system for detecting the deceptive review and 

compared with the other inspiring models. 
 

B. Dataset 

The suggested model is evaluated using the Kaggle 

Deceptive Opinion dataset. The dataset, which is in CSV 

format, contains five attributes: deceptive, polarity, source, 

hotel, and text. There are 1600 records in the collection. It is 

a corpus of 20 Chicago hotel reviews that are both true and 

misleading. The corpus comprises 400 honest, positive 

TripAdvisor reviews, 400 deceptive positive Mechanical 

Turk reviews, 400 truthful and bad Expedia, Hotels.com, 

Orbitz, Priceline, TripAdvisor, Yelp reviews, and 400 

deceptive negative Mechanical Turk reviews. 
 

C. Models Involved 

The following models were employed in this paper: LSTM, 

Bidirectional Long Short-Term Memory (Bi-LSTM), CNN-

LSTM, CNN-BiLSTM, CNN-GRU, and DenseNet. LSTM 

models are effective for grouping and categorizing data 

based on time series and text[9]. Over the last decade, 

LSTM models have been recognized as effective models that 

can learn from sequence data. The ability of LSTM is to 

capture long-term relationships and learn quickly from 

sequences of varying lengths and their value. LSTM models 
have also been investigated for detecting fraudulent card 

transactions[10]. Fig.3. depicts the LSTM working model 

used in this study. 

The LSTM model attempts to detect whether the given 

review content is legitimate or fraudulent by training a many 

to one RNN. It feeds the pre-trained content features from 

the reviews, including the compound score, into the dense 

layer for classification using the softmax activation function, 
as indicated in Equation 1. The dropout is being added to 

avoid overfitting. 

Bi-LSTM is a kind of Recurrent Neural Network as well 

(RNN). Because it employs two hidden layers, it can process 

data in both directions[11]. This is the main source of 

disagreement with LSTM. Bi-LSTM has demonstrated 

promising results in natural language processing[12][13]. 

After passing through forward and backward LSTM 
networks, the gathered attributes from each review are input 

into the dense layer for classification using the softmax 

activation function. Dropout is used before the softmax layer 

to prevent overfitting. Fig.4 depicts the working model of 

the Bidirectional-LSTM. 
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Fig.3.Working model of LSTM involving content feature 

 

 

 
Fig.4. Working model of Bidirectional LSTM involving 

content feature 

Several tests over the last five years have demonstrated that 
combining CNN with LSTM generates a more stable model 

than either CNN or LSTM alone. The CNN-LSTM model 

works by first processing the input data with CNN. An 

LSTM classifier is then applied to the CNN output. The 

excellent performance of the CNN-LSTM model is due to 

the combination of CNN's capacity to capture short-term 

feature interactions and LSTM's ability to capture long-term 

feature relations[14][15]. The model's first layer is the 

review representations. The convolution layer extracts 
characteristics, which are then multiplied element-by-

element by the corresponding filter. The number of pools in 

the pooling layer is reduced when features are multiplied in 

the maximum pooling method. The LSTM layer learns from 

the information obtained after convolution and pooling and 

predicts whether a given review is true or false. Use a 

dropout of 0.3 before the convolutional layer and after the 

LSTM layer to avoid overfitting, as illustrated in Fig.5. 

 
Fig.5.Working of CNN-LSTM Model involving content 

feature 

 
The CNN-BiLSTM model produces results over long texts 

because it makes use of the CNN's capacity to extract 

features and the Bi-ability LSTM's to learn long-term 

bidirectional text dependencies[16][17]. The CNN-BiLSTM 
working model in our study is illustrated in Fig.6. 
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Fig.6. Working of CNN-BiLSTM Model involving 

content feature 

Text classification may be accomplished using a model that 

employs a convolutional neural network, a Highway 

network, and a gated recurrent unit to effectively infer both 

global and local textual semantics. The Gate Recurrent 
Network offers a wide range of applications in evaluating 

the surfing histories of users[18]. Furthermore, totally 

convolutional layers are added to minimize the huge number 

of parameters provided by the initial fully convolutional 

layers. The model's convergence rate can therefore be 

deliberately accelerated[19]. Fig.7 depicts the CNN-GRU 

operational model. 

 

 

 

 

 

 

 

 

 

 

 

Each layer in DenseNet receives extra input from all 

preceding levels and passes on its own feature maps to all 

future layers. Concatenation is employed. Each layer 

receives "collective knowledge" from all previous levels. 

Because each layer gets feature maps from all preceding 
layers, the network can be thinner and more compact, 

resulting in fewer channels. The increased number of 

channels for each layer is represented by the growth rate k. 

As a result, it has greater computational and memory 

efficiency[23][25]. The transition layers between two 

contiguous dense blocks are 1×1 Conv followed by 2×2 

average pooling. The feature map sizes are the same inside 

the dense block, allowing them to be readily concatenated 

together. A global average pooling is done at the conclusion 

of the last dense block, and then a softmax classifier is added 

in this work, as shown in Fig.8. 

 

 

 

Fig.8. Working of DenseNetModel[24] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.7.Working of CNN-GRU Model involving contentfeature[5] 
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D. Proposed System 
The proposed system provides recommendations by 

concentrating on the user’s review text and sentiment, 

including its truthfulness. The proposed system architecture 

is shown in Fig.9. as given below; for detecting and 
predicting the deceptive reviews, the hybrid combinational 

model of CNN and LSTM along with compound score is 

being utilized. The main challenge of a recommender system 

lies in the trustworthy providence of user’s choices and 

needs. 

Following data preparation, the real data is split into training 

and testing sets. Reviews are classified and input into deep 

learning models based on the derived compound score. The 
polarity feature is used with the VADER library, and its 

emotion is categorized as positive, negative, or neutral.  

The compound score is computed by taking each word in the 

lexicon and adding their valence scores, then normalizing it 

to be between (most severe negative) and +1. (most extreme 

positive).  

Eq.1. shows how to compute the compound score. 

Compound score, c   =      
s

√𝑠2+β
                     (1) 

Where c is the compound score calculated, s is the sum of 

polarity scores of all words, and β is the constant and default 
set to the value 15. The classification of positive, negative, 

and neutral sentiment is made by satisfying the following 

compound range conditions as given in Eq.2, below  

𝑐 = {
𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒,           𝑐 > 0.5

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒,           𝑐 < −0.5

      𝑁𝑒𝑢𝑡𝑟𝑎𝑙,         (𝑐 < −0.5  𝑎𝑛𝑑 𝑐 > 0.5)
                                      (2) 

 

Fig.9. Proposed System Architecture 

 

 

 

 

 

The estimated sentiment intensity levels are depicted in the 

figures below.Fig.10 states the scattering view of positive 
reviews over the Polarity as the compound value will be 

greater than 0.5 and towards 1 stating the positive reviews, 

Fig.11 states the scattering view of neutral reviews over the 

Polarity and it can be found between c < - 0.5 &   c > 0.5 

and Fig.12 states the scattering view of negative reviews 

over the Polarity as the compound value will be lesser than -

0.5. 

 
Fig.10.Compound Score plotted over polarity in 

Deceptive opinion spam Corpus 

Scattered towards +1 stating positive reviews 
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Fig.11. Compound Score plotted over polarity in 

Deceptive opinion spam Corpus 

     Scattered towards +1 and -1 stating neutral reviews  

 

 
 

Fig.12. Compound Score plotted over polarity in 

Deceptive opinion spam Corpus Scattered -1 stating 

negative reviews 

 

After preprocessing, the content features such as deceptive, 

polarity, and text are chosen, and the reviews are ordered 

and fed into various deep learning models such as LSTM, 

Bidirectional Long Short-Term Memory (Bi-LSTM), CNN-

LSTM, CNN-BiLSTM, and CNN-GRU, and the CNN-

LSTM combination performs well on detecting and 

predicting deceptive reviews. The accuracy and loss in 

training and validation demonstrate that the above models 

suit well for the identification of misleading data. The 

models' performance is being assessed using accuracy and 

loss calculation. Thus, fraudulent reviews are discovered and 

ignored. The proposed system delivers the suggestion of the 
top ten truthful reviews having the highest compound score 

providing the user with a trustworthy recommendation. 

 

III. EVALUATION METRICS 

The proposed model is being evaluated by the following 
measures  

 

Accuracy is an instinctive performance measure. It is the 

ratio of correctly predicted items, and It is given by the 

following Eq. 3. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁)
                                    (3) 

Loss is calculated by running the network forward over 

inputs Xi and comparing the network outputs 𝑌̂𝑖 With the 

ground, truth values Yi using a loss function. It is given by 

the below Eq.4. 

                       𝐽 =  
1

𝑁
∑ 𝐿(𝑁

𝑖=1  𝑌̂𝑖 , 𝑌𝑖)                             (4) 

 

IV. RESULTS AND DISCUSSIONS 

A. Performance Evaluation 

The experiment was conducted on the Deceptive opinion 

dataset. The results of the proposed combinational 

recommended model CNN and LSTM with sentiment 

intensity value are finer than traditional models such as 

LSTM, BI-LSTM, CNN+Bi-LSTM, and CNN+GRU 

method. In addition, the outcomes of this hybrid method are 

improved than the model based on the sentiment intensity 

values. The accuracy value of the proposed hybrid (CNN-

LSTM) model is better than other models. The proposed 
model is assessed as far as the performance metric, and the 

loss function stood out from different models. The 

correlation accuracy estimations of different models for 

deceptive opinion dataset is provided in the below Fig.13-

18.Fig.13 illustrates the LSTM model with an accuracy 

value of 80.5%. Fig.14 shows the Bi-LSTM model with an 

accuracy of 82.5%. Fig.15 shows the CNN-BiLSTM model 

with an accuracy of 49%. This combination has the least 

accuracy percentage on the deceptive opinion dataset. 

Fig.16. shows the CNN-GRU model with an accuracy of 

42%.Fig.17 shows the DenseNet model with an accuracy of 

79%. The proposed combinational model of CNN-LSTM is 
shown in Fig.18, which excels inaccuracy with 83.7% when 

compared with the existing models. The first fifty review 

sentence from the testing set is being given as an input, and 

it is predicted for its deceptiveness using this proposed 

model. Then it is compared with the various inspired deep 

learning models for its accuracy. The accuracy percentage 

and deceptiveness prediction percentage are being tabulated 

for the Deceptive opinion dataset for 200 epochs, as shown 

below in Table 1. 
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TABLE I  

DECEPTIVENESS PREDICTION PERCENTAGE AND 

ACCURACY OF THE PROPOSED AND INSPIRED 

DEEPLEARNING MODELS 
 

A. Recommendation Results 

The top 10 truthful reviews with higher positive values are 

being recommended to the user thus providing trustworthy 

recommendation resolving the shilling attack and overcomes 

the limitation of coverage by providing the user with 

effective recommendation as shown in   Table. 2. 

 
Fig.13.LSTM model involving sentiment intensity values 

with Loss and Accuracy curves 
 

 
Fig.14.Bi-LSTM model involving sentiment intensity 

value  with Loss and Accuracy curve

 

 
Fig.15. CNN +Bi- LSTM model involving sentiment 

intensity values with Loss and Accuracy curves 

Deep Learning 

Model 

Prediction 

Percentage  

forDeceptivene

ss (%) 

Accuracy 

percentage(%) 

LSTM 96 80.5 

Bi-LSTM 97 82.5 

CNN+ 
Bi-LSTM 

56 49 

CNN+GRU                                        49 42 

DenseNet 43 79 

Proposed 
(CNN+LSTM 
involving 
Sentiment 
Intensity)                            

 

99 

 

83.7 
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Fig.16.CNN + GRU model involving sentiment intensity 

values with Loss and Accuracy curves 

 

 
Fig.17. DenseNetmodel involving sentiment intensity 

values with Loss and Accuracy curves 

 

 

Fig.18. Proposed CNN+ LSTM model involving 

sentiment intensity values with Accuracy and Loss curves 

TABLE II 

RECOMMENDATION OF TOP 10 TRUTHFUL 

REVIEWS BASED ON HIGH POSITIVE VALUE 

Compound 

range 

Truthful Review Content 

 

0.9988 

 

We just returned from our first trip 

to Chicago... 

 0.9984 I loved this hotel - fabulous old 

building but... 
 0.9983 I love the Ambassador East, true, 

she's a litt... 

 0.9981 This is one of my favorite 

Sheratons/Starwood… 

 0.9981 My wife and I stayed at the James 

recently and... 

 
0.9980 We have just returned from a week 

at the James... 

 0.9977 We recently completed our second 
stay at the F... 

 0.9974 Got a great deal through Hotwire 

for $70 a nig... 
 0.9973 I'll keep it short. My wife, daughter 

and I st... 

 0.9971 The Knickerbocker hotel is 
fantastic! It's an ... 
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                             V. CONCLUSION 

The proposed work provides recommendations considering 

the credibility content feature, which involves the User 

Generated Content such as reviews of the user. Thus the 

shilling attack in the recommendation system is being sorted 
out with the usage of accessing credibility along with the 

exploration of review sentiment. This paper studied and 

proposed a trustworthy recommendation framework using 

Deceptive opinion spam corpus dataset and employing deep 

learning models in which the hybrid combination of CNN 

and LSTM with polarity feature excels in accuracy 

compared with other deep learning models such as LSTM, 

Bi-LSTM, CNN+ Bi-LSTM, DenseNetand CNN+GRU. 

Thus this system improves the performance and stability of 

the recommendation system overcoming the trust issues by 

avoiding deceptive reviews. The future work is to enhance 

the work with a huge real-time dataset as the deep learning 
models suffer in learning with the small labeled dataset. The 

generation of the synthetic dataset with negative labels and 

applying this on various unlabeled datasets makes us 

enhance the prediction accuracy. 
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