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Abstract - In order to ensure the performance of delivery, 

especially in the IT digital services company, we need to 

affect the right candidate in the right position; in this 

context, the recruitment process needs to be automatic, 
subjective, and more accurate. Employers need help to 

find the right candidate from an of resumes, and many 

studies have proposed several solutions for recommending 

a candidate for recruitment and matching between the job 

offer and cv candidates that exploit text processing and 

semantics-based techniques. In our research, we aim to 

present a comparative study between the different 

approaches used for the matching job and cv candidate; 

we also proposed a new approach to recommend a 

potential candidate for a specific work area, our study will 

be based on an IT service company based in Morocco and 
aim the automatization of the recruitment process to 

ensure the assignment of the candidate in the right task 

and ensure the success of the company, then the 

customer’s satisfaction. 

 

Keywords — Matching Job/Resume; recommendation 

system; Clustering; TFIDF; KMeans; recruitment. 

I. INTRODUCTION 

To assure the success of any company and the 

performance in the delivery, we must take into account the 

skills of the employees and select adequate profiles to 

assign them to the right job position. 

The objective of our research is to identify the most 

efficient method of recruitment, especially for Job /profile 

matching; the HR team aims to build a pool of potential 

candidates that represents the adequate profile for the job 

offer position [1], the identification of potential profiles 
must be in external (new candidate resumes) and internal 

way (existing employee resumes), to assure the efficiency 

of the assignment in the adequate job position, HR 

department uses resumes as a principal input to identify the 

right profile. The resume is effectively an unstructured 

document that requires extraction of the relevant 

information (features) to represent a document in text 

mining; major terms are considered as features [2] [3]. In 

this paper, we opt for clustering to group resumes based on 

the similarity between the terms (features of the candidate 

profile). The recommended system proposed in our 

research is defined by the most efficient analytics 
algorithms that ensure finding adequate candidates for a 

particular job offer and increase the accuracy of the 

recommendation, the evaluation of our recommender 

system will be carried out in an IT digital services 

company based in morocco. 
The structure of this paper is as follows: First, we 

introduce the background and related work; second, we 

explain the recommendation system proposed, we present 

in the third section the experimental work carried out to 

demonstrate the accuracy of the system, conclude in the 

final section indicating the perspectives and limitations of 

our proposition. 

II. RELATED WORK 

A. Recommendation System for Human Resources 

The recommender system aims to generate interesting 

items or products for web users. They offer useful and 

adapted information to users’ profiles based on their 

preferences and behaviors [4] [5] in many fields, 

Recruitment (Indeed, CareerBuilder) to recommend jobs, 

e-commerce (Amazon) to recommend the products for the 

users, films (Netflix) ...etc. Due to the exponential increase 

of the available data and resources from the web, 
Recommendation systems have taken great importance in 

providing users with suggestions to meet their needs and 

preferences. Recommendation Systems associate different 

techniques of information filtering, artificial intelligence, 

social networks, and human-computer interaction. There 

are three main approaches in recommendation system, 

based-content filtering, which makes recommendations by 

comparing the content of resources with the user's 

preferences [6], collaborative filtering, which makes 

recommendations by analyzing the users' opinions and 

those of other users about the resources they have 
consulted [7], finally, the hybrid approach which associate 

the different tow approach in order to improve the 

accuracy of the recommendation, then increases the user 

satisfaction. 

 

Fig.1. Recommendation System Approach. 

https://ijettjournal.org/archive/ijett-v69i3p213
http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Despite the growing popularity of the recommendation 
Systems, there are many limitations and problems from 
which we quote: [8], [9]. 

 Critical Mass problem: This issue illustrates the 
difficulty of dealing with the fact that there are few 
items evaluated and few users who conduct these 
evaluations. 

 Cold Start problem: we often find ourselves 
confronted with the problem that a user is compared 
with no other user. This problem is because few or 
no users have evaluated a given item or a given user 
has rated few or no items. 

 Induction problem: Recommender systems are 
based on the principle that a user who has exhibited 
behavior in the past will tend to exhibit similar 
behavior in the future. However, this principle is not 
necessarily valid in the real context. 

In Human resources, and especially in e-recruitment, 
there are many works related to the recommendation 
system for the base of the adequate profile on the matching 
between the job offer and candidate profile, using different 
techniques to improve the accuracy of the recommendation. 

B. Semantic similarity in the resumes 

The recommendation system allows the search of the 
adequate profiles for the job offer, and resumes contain the 
principal feature of information for the candidate in various 
domains, many keywords specify the field of expertise, 
experience, skills of the candidate, Educational attainment, 
it contains keywords that help recruiters to match the 
experience of the candidate to the job offer. The cv contains 
unstructured data, which is mandatory to be converted into 
a vector presented by term-document matrix; the rows 
contain the resumes, columns contain the most important 
features extracted from resumes [10]. A resume contains all 
the information related to the candidate, the summary of 
experiences, technical and soft skills; in different resumes, 
we can find various words used in order to describe the 
same context; these words are normally related 
semantically. There are many methods used to process the 
textual data, and we can measure the semantic similarity 
using the classification of the terms into synsets provided 
by WordNet. WordNet is a large lexical database of 
English. Synsets are interlinked using conceptual-semantic 
and lexical relations [11], so the columns in the term-
document matrix are presented by synsets in order the 
selection of major terms; we also quote other methods, the 
use of word bag to compose a word vector of the same 
dimension, and then use the TF-IDF as a numerical statistic 
that is intended to reflect how important a word is to a 
document, it assigns weights to the word to measure its 
relevance in the document[12]. 

C. Clustering 

Cluster analysis is an unsupervised machine learning 
algorithm that allows involving the discovery of natural 
grouping in data automatically, and it analyses the input 
data to find groups in feature space; there are many 
methods related to clustering; we quote two principals and 
popular methods. 

D. Hierarchical clustering (HCA) 

It is a method of cluster analysis that aims to define a 
hierarchy of clusters [13]. It is divided generally into two 
principal types: 

 Agglomerative: called the "bottom-up" method: 
each observation starts in its cluster, and pairs of 
clusters are merged as one moves up the hierarchy; 
this method is used by [14] to define the cluster 
related to the work area, for the recommending 
profile resume to the appropriate job offer. 

 Divisive: called "top-down" method: all 
observations start in one cluster, and splits are 
performed recursively as one moves down the 
hierarchy. 

E. K-means Clustering 

K-means algorithm [15] is a typical clustering algorithm 
based mainly on distance. It represents the evaluation index 
of similarity, and the similar objects are the closest ones, 
then the similarity is the greatest. The selection of k initial 
clustering center points impacts the clustering result 
because, in the first step of this algorithm, any k objects are 
randomly selected as the initial clustering center, initially 
representing a cluster. 

The steps of the K-means are the following: 

 Choose the number K of clusters. 

 Select at random K points the centroids.  

 Assign each data point to the closest centroid (that 
forms K clusters).  

 Compute and place the new centroid of each cluster. 

 Reassign each data point to the new closest centroid. 

III. MULTI-CRITERIA COMPARATIVE STUDY 

A. SWOT Analysis 

The table below presents a minimal SWOT 

analysis to summarize the strengths and weaknesses 
of each approach: 
 

TABLE I.  SWOT ANALYSIS MINIMAL 

Models 
Type of 

the Model 
Positives Negatives 

M1 

Prospect 

[16]: 

Mining 

Tool, rank 

the 

candidates 

by 

matching 

to the job 

description 

and use of 

the Filters, 

Resume 

Segmentati

on is based 

on Lexicon 

and Visual 

Feature 

Decision support 

tool to help these 

screeners shortlist 

resumes efficiently. 

Ranking the 

candidate 

The Presence of skill 

in the sections 

describing projects is 

not weighted higher 

than other parts of 

the resume. 

The Presence of skill 

in more recent 

projects is not 

weighted higher than 

those in older 

projects 

M2 
Domain-

WordNet 

Solution for semi-

automatically 

The data are only 

related to the 
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Models 
Type of 

the Model 
Positives Negatives 

[17] is 

automatical

ly 

generating 

a domain-

specific 

semantic 

lexicon. 

 

enriching domain-

specific ontologies 

Provide qualitative 

“good” enough 

ontologies to be 

comparable to 

standard ontologies 

specific domain for 

the society Epiqo. 

Unknown 

knowledge of the 

domain experts. 

Here is a rigid pre-

set structure to the 

ontologies 

M3 

Matching 

using 

Lucene 

Engine 

[18,19],  

Scoring 

[20] using 

the 

similarity. 

The 

recommendation of 

potential 

candidates using 

the extraction of 

competence. 

The use of the 

classification using 

supervised machine 

learning to detect 

the activity area 

and improve the 

accuracy of the 

system 

The system doesn’t 

consider the 

detection of the 

recent experience 

related to the need 

for the job offer. 

The automatic 

construction of 

ontologies of skills is 

not taken into 

account. 

 

 

M4 

Measure of 

similarity 

(Jaccard 

[21,22], 

Levenshtei

n [23], 

Hamming 

[24]) 

Recommendation 

of the potential 

profiles (scoring, 

automatic 

annotation, 

pseudonymization) 

The matching of job 

and resume doses do 

not take into account 

the entire content of 

documents, but only 

the content found via 

ontologies 

M5 

The 

proposition 

of machine 

learning-

based 

adaptive 

approach 

[25]. The 

objective is 

to compute 

the cost of 

transformin

g a profile 

into a job 

offer 

learning how 

human experts 

(solved cases in the 

past in order to 

predict the 

behavior in the 

future situation) 

The approach 

suggests 

representing job 

offer and profile 

using shared 

terminologies in 

order to overcome 

the limitations of 

dealing with 

heterogeneous 

representations of 

the skill 

There is no use of 

automatic ontologies 

for competencies. 

The model proposed 

must be evaluated 

using a real and 

large volume of data. 

M6 

The 

matching 

algorithm 

[26] will be 

able to 

select 

relevant 

clusters 

The clustering 

allows the 

identification of 

clusters and 

calculates the 

similarity between 

the new job offer 

and profiles 

Small training data 

The data set contains 

the resumes and job 

offers; for a new 

entry, it will be 

difficult to ensure 

the accurate 

recommendation 

Models 
Type of 

the Model 
Positives Negatives 

and only 

match 

against all 

vacancies 

contained 

within 

these 

clusters. 

The data is 

analyzed 

using data 

mining 

with the 

analytic 

software 

WEKA 

containing in 

clusters. 

M7 

Data 

preprocessi

ng [12] 

Text 

mining 

using 

TFIDF. 

Cosine 

Similarity 

between 

job offers. 

clustering 

using 

Kmeans++ 

Identification of 

cluster by field of 

activity. 

 

The matching 

between a new 

resume and a job 

offer is not taken 

into account. 

 

M8 

Use of 

Synset-

based 

document 

matrix 

constructio

n method 

(WordNet) 

for text 

mining, 

agglomerat

ive 

hierarchical 

clustering 

for 

clustering 

[14]. 

Accurate 

Identification of the 

cluster by field of 

activity. 

Recommendation 

of new resume for 

a specific field of 

activity 

 

The matching 

between a new 

resume and a job 

with the offer is not 

taken into account. 

For the use of 

agglomerative 

hierarchical 

clustering, it is 

mandatory to specify 

the distance 

metric and 

the linkage criteria 

B. Multi-criteria analysis 

After seeing the advantages and disadvantages of each 
model, we will now develop a multi-criteria analysis 
between these frameworks. A Multi-Criteria Decision 
Analysis Criteria definition (MCDA) is a valuable tool that 
can be applied to many complex decisions. It can solve 
complex problems that include qualitative and/or 
quantitative aspects in the decision-making process. 

We aim to make a difference between approaches by 
facilitating the choice of the best model to be used 
according to desired criteria and their importance.  

The score of an approach is calculated based on several 
criteria. So far, we have identified X criteria; indeed, based 
on SWOT analysis: 

 C1: To treat the automation of the recruitment, we 
must consider the document of the resume for 
building a semantic space, preprocessing the 
document text, and use TF-IDF for the 
construction of the feature’s vector. 

 C2: For analyzing the data and building of the 
specific cluster related to the work area, the use of 
the clustering that is adapted to various changes in 
data can also produce higher clusters. 

 C3: The best way to measure the similarity 
between documents and clusters is the cosine 
similarity; however, the similarity must also be 
measured between a new job offer and a Resume 
to increase the accuracy of the recommendation. 

 C4: To consider the automatic construction and 
progression of the ontologies of skills. 
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C. Multi-criteria analysis method 

There are several possible methods to make a 
comparison between the frameworks using several criteria. 
These methods can be divided into three main families. 

 Complete aggregation (top-down approach): 
Aggregating the n criteria to reduce them to a 
single criterion. 

 Partial aggregation (bottom-up approach): 
Comparing potential actions or rankings to each 
other and establishing between them outranking 
relations. 

 Local and iterative aggregation: Looking 
primarily for a starting solution, then we proceed 
to an iterative search to find a better solution. 

D. Weighted Sum Method (WSM) 

We chose the Weight Sum Method (WSM) for our 
analysis. Indeed, this method allows us to find the best 
possible approach by assigning a weight to each 
comparison criterion; it allows considering all the criteria 
according to their value and without a criterion penalizing 
the other criteria [27]. 

We presented the four comparison criteria cited on 
which the comparative study will be based. We notice that 
these criteria are based on the characteristics of each of the 
approaches presented in the comparative study and the 
SWOT analysis presented above; we summarized all the 
characteristics (strengths and weaknesses) in four global 
criteria to ensure better analysis and optimize the 
comparison [28]. 

These criteria have the same importance; therefore, the 
WSM weight will be the same for each criterion and equal 
to “1”. However, as we will see further, the weight of each 
criterion can change depending on each company. 

E. Multi-criteria choice matrix 

The WSM method starts with filling the multi-criteria 
choice matrix. The columns contain the frameworks to be 
compared, and its lines contain criteria with the weight 
assigned to each criterion which we agree "1" as all the 
criteria have the same importance, and in cells, there is the 
score given to each framework based on the detailed 
comparative study of each framework [2, 3, 5]. 

About the score, we will then use the maturity model, 
which consists of five levels of maturity, to weight the 
criterion on each framework; each level will give a score; 
for example, "level 1" will leave a score of "1". 

We recall the definition of the five levels by modifying 
the definitions to apply it to our case [29]. 

 Level 1: The criteria are not applied. 

 Level 2: The criteria are not applied completely.  

 Level 3: The criteria are fully applied. 

The table below represents the resulting multi-criteria 
choice matrix according to the score of each criterion. 

 

TABLE II.  TABLE TYPE STYLES 

Models

/ 

Criteria 

C1 C2 C3 C4 
avera

ge 
% 

M1 1 1 2 2 1.5 50 

M2 2 1 1 3 1.75 58.3 

M3 2 1 1 1 1.25 41.7 

M4 2 1 1 2 1.5 50 

M5 1 1 2 2 1.5 50 

M6 2 3 3 2 2.5 83.3 

M7 3 3 3 2 2.75 91.7 

M8 2 3 3 2 2.5 83.3 

 

We convert the table into a spider chart for the visual 
purpose; we notice that there is no complete model; 
however, Model 3 is the most complete according to our 
investigations, see figure below: 

 

Fig.2. Spider chart multi-criteria decision. 

F. Discussion 

As we analyze the results, we conclude that the model 
M7 presents 91.7% of the use of the four criteria, then the 
model 6 and 8 with 83.3% of the use, these models have an 
accurate recommendation of the resume to the job, 
otherwise many improvements must be applied to these 
models to improve the accuracy of the recommendation. 

IV. PROPOSED APPROACH 
The main objective of our research is to develop a 

recommendation system for an IT digital services 
company that can manage the knowledge that is distributed 
among many unstructured documents (CV profiles, Job 
offers). 

The principal parts of our system are: 

 Recommend an adequate resume for the job offer 
in the specific skill. 

 Matching job offer/cv, resume using the measure 
of similarity. 

A. Recommendation system approach 
To assign the new CV to the new job offer, we need to 

define a specific group that is related to the specific work 
area, in which we can recommend the new CV candidate 
or the existing employees in the company. According to 
the methodology followed in the works [14], the 
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recommendation of the new CV is based on the extraction 
of skills related to the CV and the measure of the cosine 
similarity between CV and the cluster related to the 
different work area (sales, account, Purchase, Customer 
service), this approach aims to match the new CV with a 
specific domain but not with a specific job position, to 
give a solution for this limitation, we need to approve the 
accuracy of the recommendation through the addition of 
another step to measure the cosine similarity between a 
new job offer and CV candidates contained in the specific 
cluster related to the specific work area, based on other 
features aside from the skills like age, educational 
Attainment, etc. 

The methodology of our research is as follows. We 
present in figure 3 a diagram of our proposed Framework. 

In the sections below, the explanation of each step: 

a) Data collection 
Data are the unstructured documents of CV resumes 

related to the IT services, for various work areas (Business 
Analyst, Developers, data scientist, Testers …), our CV is 
collected from the website Indeed. 

b) Data preprocessing 
The resumes (CV) present unstructured data; in this 

step, we will remove stop words, tokenization and 
lemmatization, normalization, then we process the data 
vectorization of the word to a vocabulary-text matrix using 
TF-IDF [30] that is considered as a numerical statistic that 
assigns weights to the world to measure its relevance in the 
document. 

TFIDF (x,y) = TF (x,y) × log (N/DF(x)) (Term x within 
document y) 

TF (x,y) = frequency of x in y 

DF(x) = number of documents containing y 

N = Total number of documents 

c) Clustering 
Grouping data into the different work areas (Business 

analysis, development, Data Science, Testing, etc.) using 
clustering with KMeans. The reason behind adopting the 
KMeans clustering is that it is adapted to various changes 
in data, it can also produce higher clusters, the algorithm 
used makes it possible to partition the large datasets, the 
script used for the clustering is processed with python 
(Scikitlearn). 

Assignment of the new cv candidate to the adequate 
cluster: using the cosine similarity between the new cv and 
the cluster. 

d) Matching 
The extracted features of the job offer for a specific 

work area are mapped with the CV in the same work area, 
based on the measure of similarity of the features 
technologies skills, age, Educational Attainment. The 
measure of similarity will be applied using the cosine 
similarity; the formula for measuring cosine similarity is 
the following: 

 

 

Fig.3. Recommendation System Framework
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e) Recommendation 

The decision of recommendation: for a new job offer, 
the matching result will be sorted by the matching score 
result from the measure of cosine similarity, the highest 
matching score involves the best matching, then the CV is 
recommended for the job offer in the input. 

B. Evaluation of the recommendation System 

To evaluate the accuracy of our recommendation 
system, we will take a manual evaluation for almost 60 
employees who are recruited in the IT services company. 
Strategy: We have 60 employees who are recruited 6 
months ago; we will measure the accuracy of our system 
as follows: 

• We will upload the 200 CVs of the employees in our 
system.  

• The CV is assigned to the adequate cluster (work 
area) (business analysis, testing, development, etc.). 

• We upload a new job offer for the specific work area.  

• The recommended resumes for each job offer are 
obtained. 

• We compare the result of the recommendation with 
the actual situation. 

V. CONCLUSION 
In this paper, we have proposed a new approach to 

recommend the potential resumes for the recruitment; the 
proposed recommender system is developed for IT 
services company, in order to accelerate the recruitment 
process and improve its subjectivity. The implementation 
of the recommender system is in progress, the proposed 
approach uses different methods as TF-IDF for the 
preprocessing, KMeans clustering to group the dataset of 
resumes in a different cluster of the work area, and cosine 
similarity to measure the similarity of the new job offer 
with the resumes contained in the work area. 

As a perspective of our research, we will take into 
account the progression of the competence ontology for 
matching job offers and resumes. Also, we will use many 
training data to test the accuracy of our system and 
introduce the results. In the future, an Interface integrating 
the proposed approach will be designed and implemented, 
we validate it with the live data sets of resumes. 
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