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Abstract: 

The real-time performance analysis of software 

applications such as multiprocessors, uni-processors, and 

real-time operating systems can increase their demand. A 

Hard-Real-Time embedded, satellite, industrial, 

telecommunication, and robotics systems are widely used 
in RTOS applications.  In these, applications, their 

performance is mainly depending on-time deadline, 

logical outcomes, the correctness of relies upon, and 

accuracy. Many scheduling algorithms are designed, but 

those are specifically workout on available deadlines as 

well as facing the above limitations. Therefore an 

advanced real-time task scheduling in the operating 

system is necessary to crossover the limitations and for 

improvement. In this research work, an advanced X-

boosting machine learning technique is proposed for 

real-time task scheduling multi programming purposes. 

This work is providing fault-free, attribute, deadline, and 
un-restricted execution at final calculating the 

performance measures like as fault detection, sensitivity, 

worst-case performance ratio, accuracy, Arrival Time, 

Compilation Time, Deadline time  Energy and f1-score. 

This self-feedback X-boosting machine-learning 

technique is outperformance the methodology and 

competes with present technology.  
 

Keyword: task scheduling, real-time programming, 

compilation time, and machine learning 

I. Introduction 

 The scheduling algorithms are more reliable in nature 

and perform every job perfectly with compilation time 

and rely on time and required energy. The main focusing 

of this work can diminish the operating speed as well as 

available resource utilization. The major parameters like 

the earliest deadline first (EADF) is an important entity 

that can sort out the real-time schedules. In earlier online 

scheduling algorithms are implemented, but those are 

facing problems such as processor demand and task 

execution. Therefore crossover the following limitations 

are a major task to improves the exact feasible test. In the 

coming decades, these scheduling algorithms are 

improved and optimized for future applications [1].  

Real-time scheduling algorithms are mainly focusing on 
primitive entities and scheduling tasks. These real-time 

applications are not continuously energized the 

scheduling tasks. Many research proposals have proven 

that the EADF algorithm is most suitable for periodic 

tasks as well as deadline times [2, 12-15]. The extension 

of entities and primitive problems regarding 

multiprocessors can improve the scheduling algorithm 

range. In software engineering, parameters like compiling 

time, scheduling time, and deadline parameters are most 

critical with non-primitive real-time task algorithms. 

Usually, a self-efficacy method such as the RM (Rate 

Monotonic) equation schedules the processes in which 

repetitive operations are conducted. The importance of 

the mission in this method is determined by the process 

rate (period). The dynamic scheduling routing protocol is 

used by the EDFF method in which the tasks normally 

change (EADF). The role is focused on the importance of 

the task. 

In the last decades, artificial intelligence has 

been a hot subject in the field of research into computer 

vision. In several areas, such as voice commands, 

machine learning, multimedia analysis, image processing, 

and graphics, it has created a bunch of well-being in 

specific applications. The pace of technology is changing, 

particularly the proliferation of government computer 

applications. 
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Literature survey 

S 

NO 

AUTHOR TECHNIQUE KEY POINT ADVANCED 

MODEL 

1 S. Baruah et al. 

[2013] 

EDF scheduling on similar 

multiprocessor platforms. 

This method introduced the 

splitting scheme for EDF 

identical multiprocessors. 

Deep learning 

2 M. Cheramy et al. 

[2013] 

A technique based on 

overheads. 

This method discussed about 

the study of real-time 

scheduling. 

Machine learning 

3 Hladik et.al 

[2014] 

SIMSO offers an easy way 

to generate tasks. 

In this paper, we discuss about 

Comparison of numerous 

scheduling policies. 

Neural networks 

4 Erickson et.al 

[2013] 

A technique based on a 

global fair lateness 

algorithm. 

This paper discussed about G-

FL is better than G-EDF for 

SRT systems. 

Deep learning 

5 Goossens et.al 

[2017] 

It is based on cyber-physical 

systems 

In this paper, it provides 

appropriate modules and 

attributes. 

Machine learning 

6 Lindh et.al [2010] A technique based on 

scheduling algorithms. 

This method introduced the 

extension algorithms protocols. 

Machine learning 

7 Rouhifar et.al 

[2015] 

A technique based on Hard 

RTS. 

In this paper, we discuss about 

the schedulability and Qos 

factors. 

Neural learning 

8 Saranya 

et.al[2015] 

It is based on DP scheduling 

algorithm 

It based on Real-time 

Virtualization System 

Activities 

Deep learning 

9 Salam et.al  

[2019] 

It is based on ACO (ant 

colony optimization). 

In this paper, we compared 

EDF, ACO, and GA algorithm 

Neural learning 

 

10 M. Chetto et al. 

[2014] 

A technique based on 

energy harvesting. 

In this paper, we discuss about 

the real-time energy storage 

device. 

Machine learning 

11 Zhou. J et.al 

[2020] 

This work about Complex 

embedded systems. 

It performs the flexible 

transition mode 

Deep learning 

12 Salgado R M et 

al. [2018] 

It is based on a two-phase 

flow. 

We discuss about the correct 

pattern in terms of the flow of 

the section 

Deep learning 

13 Bertozzi M et.al 

[2018] 

It is based on AVL 

(automatic vehicle 
localization). 

In this paper, we discuss about 

the capability of improving the 
quality of life visually. 

Neural learning 

14 Ebert C et al. 

[2019] 

A technique based on 

technological innovation. 

This method introduced about 

the connecting competitiveness. 

Machine learning 

15 Huang X et.al 

[2018] 

Tangential relative 

displacements. 

We discuss about the 

configuration of the damping 

ring. 

Neural learning 

16 Zheng W et.al 

[2017] 

A technique based on cache 

allocation 

This method introduces about 

minimizing the number of task 

preemptions 

Deep learning 

17 Ghobaei Arani 

et.al [2020] 

Cyber-physical system In this paper, we discuss about 

task scheduling as the NP 

Machine learning 

18 Huang et al. 

[2020] 

A technique based on cps 

prediction accuracy 

This method introduces about 

task optimization and 

scheduling algorithm. 

Deep learning 

 

19 Karimi M et.al 

[2020] 

It is based on intermittently 

powered devices 

In this paper, we discuss about 

timekeeping in the presence of 

intermittent power losses. 

Deep learning 

20 Casini D et.al 
[2020] 

A technique based on 
predictability 

This method is based on the 
execution of DNNS with real-

time tasks. 

Neural learning 
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Methodology 

In this research work, a machine learning-based real-time 

x-boosting scheduling algorithm is used on an RTOS 

processor to meet the compiling time. This is a machine 

learning technique consist of a processing module and 

task scheduling module, and these are used to balancing 

the optimal performance. In this, the real-time task is 

taken as an example, such as arrival time, compilation 

time deadline, and energy rate. These four parameters are 

defined with the periodic task as well as independent in 

nature. The following parameters are performing tasks 

named as {T1, T2……..TN}. The first parameter is 

performing arriving task representing Ti, arriving time 

denoted as Ai, coming to the second one, i.e., execution 
time represented as Ci, the deadline time denoted as Di, 

and final energy consumption time represented as Ei. The 

Ei and Ci are the fully independent parameters that cannot 

have any relation between the task like execution time 

and energy consumption. 
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Figure: 2. Proposed X boosting ML 

Algorithm: X-boosting Real-time task scheduling  

Input:  Real-time task on RTOS   

Step 1: Initialize the parameter classification 

Step 2: task entity identification 

Step 3: validate the X boosting classifier using the 

following mathematical analysis 

(x) = min ) ----- (1) 

The above equation clearly explains about Fitness function 

of the X boosting model, T is a task, A and C are the 

arrival as well as compiling time, respectively. 

= -      for i=1… n--- (2) 

Equation 2 clearly explains about deadline time calculation 

using a fitness function with a particular task number.  

{( )  

= min ) + )). --

--(3) 

The above equation 3 explains about compilation time 

estimation using argument function, here C&D inverse 

rank functions if this value is 1, the deadline and 
compilation time can perform within the expected time. 

Otherwise, the error element is shooting out the real-time 

task scheduling. 

 = ) + ) ----(4) 

Equation 4 describes about energy calculation for overall 

task completion; this model can help to find out the task 

scheduling functionality.  

 = (x) ----- (5) 

The above equation 5 estimating all performance metrics 

like as arrival time, deadline, compilation time, and task 

energy. Here is the task impulse response function, and b 

is the particular tree in the specified class. 

 = ) + ), = 

min ) + )) ---(6) 
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 = ) + (x), = 

min  --- (7) 

The above equation 6&7 demonstrates that x-boosting 

machine learning function with local classes, it can provide 

the test features from available fitness function. 

Step: 4 identify the compilation time, deadline, and arrival 

time as well as energy consumption. 

Step: 5 stop the process 

Mathematical modeling of scheduling mechanism  

Below, equation 8 explains about n periodic tasks attained 

by the proposed machine learning model. 

                         ------ (8) 

In this computation, com is a computation time and time 

representing a task release period, in particular RTOS. 

                                     ------ (9) 

Here L is a lack of effects in real-time task maintenance, D 

represents that deadline time, as well as E, is an execution 

task time.  

                                      ------ (10) 

Pi is a priority task, and Di is a Deadline, Ci is an execution 

time. The following parameters have to provide the 

estimation of task scheduling.  

  ------------- (11) 

The above equations clearly explanations about pending 

local execution time  

        ------ (12) 

Wt (T) is an allotted task in T slot, t is a set of tasks, 

 =1 task schedule in slot t. 

  : it is a length of subtasks  

    ------ (13)   

release time and pseudo deadline time 

 

Results  

 

Figure: 3 Makespan time 

  P-RM P-EDF G-EDF G-FL SFXML PD2 

10 Tasks  148.74 274.316 169.246 386.464 499.782 321.628 

100 Tasks 668.551 1141.018 1028.735 1037.129 1878.292 117.907 

400 Tasks 10435.35 4349.314 4251.912 4284.356 5436.178 266.433 
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The above figure clearly explains about Makespan time analysis; here, various models are performed like P-EDF, G-EDF, 

G-FL. The comparison analysis is performed on 10tasks, 100 tasks, and 400 tasks; in this, all conditions proposed model 

getting more improvement compared to real techniques. 

 

Figure: 4 waiting time analysis 

 

 Figure 4 describes about waiting for time analysis of various task scheduling algorithms. It is clearly identified that the 

partitioned EDF, partitioned RM, GEDF, GFL models are getting some latency from high-density tasks. Moreover, our 

proposed SFXML model getting more improvement and giving the accurate results 

  

Figure: 5 Missed Deadline time analyses 

  P-RM P-EDF G-EDF G-FL SFXML PD2 

10 Tasks  16.514 132.407 27.337 150.628 263.946 140.2 

100 Tasks 608.511 1060.68 948.396 956.79 1797.953 114.1 

400 Tasks 10284 4199.21 4096.08 4128.53 5390.231 258.992 
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Figure 5 explains about missed deadline time of various models such as partitioned EDF, partitioned RM, GEDF, GFL 

models. In this, the proposed SFXML model attains more improvement at 10tasks, 100 tasks, and 400tasks situation. 2 

 

Figure: 6 Task migrations 

 

  P-RM P-EDF G-EDF G-FL SFXML PD2 

10 Tasks  0 0 0 9 320 425 

100 Tasks 0 0 80.25 81.844 2671.234 152.446 

400 Tasks 0 0 216.002 216.814 28156.11 995.5 

 

Figure 6 explains about task migration element analysis. In this, in any situation, the proposed SFXML model getting a 

high migration score compared to earlier models, Such as partitioned EDF, partitioned RM, GEDF, GFL models. 

 

  P-RM P-EDF G-EDF G-FL SFXML PD2 

10 Tasks  3 1 1 0 0 3 

100 Tasks 5 0 0 0 0 67 

400 Tasks 75 73 73 73 137 336 
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Figure: 7 task permission analysis 

  P-RM P-EDF G-EDF G-FL SFXML PD2 

10 Tasks  3 5.516 1 3 27 13 

100 Tasks 84.52 94.007 30.105 23.481 1144.474 56.48 

400 Tasks 267.064 266.045 74.234 71.536 11803.85 303.5 

 

Figure 7 describes task permission analysis of the proposed SFXML scheduling algorithm; in this analysis, all earlier 

models getting less accurate results. Therefore at 10tasks, 100tasks and 400tasks condition our task scheduling technique 

getting high-end outputs 

 

 

Recall =  

 

S NO PARAMETER SFXML model P-EDF G-EDF 

1 X- boosting 

 

Prediction Probability 

 

[[3.5565485e-04 9.79614826e-

01]] 

 

[3.12e-4 1.3987] [4.12e-4 1.3987] 

2 Accuracy 

 

98.83 87.81 85.27 

3 sensitivity 

 

97.45 88.87 92.28 

4 Recall 

 

95.46 89.12 85.81 
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The above table and figure 8 explain about performance measures of the SFXML model. In this, the accuracy, sensitivity, 

and recall scores are generated using a confusion matrix. In all conditions, our proposed model is getting more 

improvement, i.e., accuracy 98.3%, sensitivity 97.45%, and recall 95.46%; this is a high improvement and competes with 

existed model. 

Conclusion 

In this article, we provided an analysis of X boosting 

machine learning algorithms for real-time scheduling that 

are categorized into algorithms for RTOS and 
multiprocessor scheduling. We then made a distinction 

with the real-time scheduling algorithms of the 

multiprocessors that are also categorized into partitioned 

and global scheduling algorithms. These findings reveal 

that the divided analysis techniques in certain parameters 

that are waiting time, missing deadlines, and work 

preemptions are better developed than X boosting 

scheduling algorithms. The global scheduling algorithms 

were higher in efficiency as the number of tasks grew than 

partitioned task scheduling except for two of them, with a 

large number of missed deadlines. 
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