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ABSTRACT 

Manpower cost is the major expense in Industrial and 

domestic applications, and hence the whole world is 

moving towards automation with the help of Artificial 

Intelligence (AI). AI techniques have a major role in 

making the process automated and advanced in modern 

industrial requirements.  Smart devices, Smart vehicles, 

Smart home, Smart Factory, Smart home appliances, etc., 

are working with automated process based on the 

principle of artificial intelligence, and hence in this paper, 

one of the advanced AI techniques is chosen for the 
automated vehicle (AV) where steering angle is controlled 

in order to keep the vehicle within the lane. In this paper, 

an adaptive deep reinforcement learning algorithm for 

autonomous vehicles is presented, and the results have 

been analyzed. In this paper deep Q learning algorithm is 

used to control the steering angle of an autonomous 

vehicle. A transition model estimator is also developed to 

emulate the learning process using neural networks. This 

model helped this research work to utilize the available 

test data efficiently. This paper mainly focused on the 

objectives (i) Optimal learning policy as an adaptive 

learning system, (ii) Markov decision process (MDP) as a 
learning process in the learning system, and (iii) 

Numerical simulation of Deep Reinforcement algorithm 

with autonomous vehicle model. Continuation of this work 

would be the final stage of autonomous vehicle 

development. 

Keywords: Autonomous vehicle, Deep Reinforcement 

Algorithm, Steering Angle Control, Transition Model 

Estimator, and Adaptive learning. 

 

I. INTRODUCTION 
The rapid development of autonomous vehicles is 

increasing day by day, and the potential growth of 

automation in the automotive industry is exponentially 

raising and influencing the market share over the past two 

decades. Automated driving is achieved by optimizing the 

control systems, optimizing the driving route, Lane control 

and planning, driving policies for critical navigation, and 

road planning [1]. Hence, Autonomous vehicles created a 

greater impact across the globe, and advanced research 

tasks are going on at various levels (Level-1 to Level-5). It 

has emerged in the automotive domain with automated 

steering control, automated tyre pressure control by 

monitoring road friction coefficient, automated power 

window control, automated braking system, automated 

body control, and automated safety system [2]. Prior to 
fully automated vehicles, semi-automated vehicles were 

very popular, and currently, they are in the market with 

advanced driver assist system (ADAS), which reduce the 

driver’s workload and minimize the risks due to driver’s 

negligence. Similarly, Artificial Intelligence (AI) has also 

reached several milestones in recent years, and now AI is 

an inevitable idea in automated cars. AI is helping 

automotive researchers to achieve the desired target levels 

such as Obstacle avoidance (OA), Forward collision 

warning (FCW), Lane Keep Assist System (LKA), Tyre 

pressure control (TPC), and automatic lighting control 

(AL).  Among the AI techniques, very familiar techniques 
for AVs are Reinforcement algorithms and Deep Learning 

algorithm, which are mainly applied in AVs for self-

learning and decision making to achieve the desired goals, 

for example, identification of obstacles accurately and 

decision making on the steering angle values to control the 

steering wheel in order to avoid the forward collisions and 

the application of braking required. At a nutshell, it has 

been evident that various AI techniques can provide 

desirable solutions for AVs in diagnosing the environment 

and driving the vehicle with appropriate decision making 

[3]. In this paper, one of AI techniques, deep 
reinforcement learning, is used to control the steering 

angle of AV, and the same is presented. 

II. CONTROL OF AUTONOMOUS VEHICLE 

A Closed-loop Control system integrated with the help of 
deep reinforcement learning is applied in the proposed 

autonomous car. LiDAR sensor is used to capture the 

images of obstacles, stored as data set and trained with the 

help of a reinforcement algorithm. Figure 1 shows the 

schematic of an autonomous vehicle with the key control 

systems components. 

 

https://ijettjournal.org/archive/ijett-v69i4p228
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M.Karthikeyan & S.Sathiamoorthy  / IJETT, 69(4), 204-208, 2021 
 

205 

 

Figure 1: Structure of Autonomous Vehicle with the 

key components 

While LiDAR collects the obstacle images, navigation 
information is also captured so that vehicle will reach the 

destination precisely. The smartphone has the vehicle HMI 

dashboard from which autonomous cars can be 

accessed/controlled remotely. Cloud telematic server is 

sued to store the vehicle diagnostics information such as (i) 

Detecting faults at the running conditions and fix the same 

remotely (ii) Vehicle data like fuel level, oil level, battery 

storage level, cabin temperature, and driving speed, this 

data related to on-board diagnostics and off-board 

diagnostics data is mainly used for servicing the vehicle.  

Both on-board and off-board diagnostics data are 

stored in the cloud server [5][6]. During emergency 

conditions, warning signals will be transferred to the 

central service station that is monitoring AVs and also to 

regulatory bodies and based on the severity of the warning, 

and respective actions will be taken. 

III. DYNAMIC STEERING ANGLE CONTROL USING 

DEEP REINFORCEMENT LEARNING (DRL) 

ALGORITHM 

Figure 2 shows the flow diagram of the deep reinforcement 

learning algorithm for autonomous vehicle position control 

within the lane by controlling the steering angle. The 

training objective is to keep the vehicle traveling along the 

centerline of the lanes by adjusting the front steering 

angle.  DRL is applied for controller performance 

improvement, Lane tracking and root maintenance, 

dynamic speed control to perform the tasks such as Lane 
keep assist, development of driving policies as per 

navigation, policies learning & training as per road 

conditions, cross-sections, associations with joints, and 

gaps, learning with deep reinforcement learning from the 

trained set of data of the captured images of traffic 

conditions such as animals, human interventions, trucks, 

bicycles, and safety with risk mitigation ensured by proper 

policies learning.  

Figure 2 shows the deep reinforcement learning 

algorithm where the deep deterministic policy gradient 

(DDPG) algorithm is used, and it is a model-free, online, 

off-policy reinforcement learning method that is highly 

suitable for autonomous vehicles. DDPG agent is an action 

value-based reinforcement learning agent which calculates 

the policy that extends the long-term reward. This agent is 
highly suitable for this application [7-18]. In figure 2, 

LiDAR inputs are observations that are given to Agent. 

The policy is updated by the DDPG agent, and steering 

angle values are derived.  

Based on the calculated steering angle values, 

steering wheel movement will be activated in the vehicle, 

and vehicle movement will be decided accordingly. From 

this, new LiDAR inputs are given to the Agent, and 

desired steering angle is achieved precisely. In addition to 

the DDPG agent, the DQN agent is also tried in order to 

implement the lane keep assist system. Actually, the 
DDPG agent is suitable for steering angle control, and the 

DQN agent is for the lane keep assist system. Both of them 

are modeled, simulated, and the results have been analyzed 

in this paper. 

Secondly, for this learning, Markov Decision 

Process (MDP) is used as a framework, and DDPG and 

DQN are activated along with this process. The discrete-

time stochastic control process is adopted in MDP. It 

provides a numerical framework where partial decision-

making is made. 

 

Figure 2: Deep Reinforcement Learning Algorithm 

In this paper, based on the traffic condition, steering angle 

control is made, and hence the partial decision is based on 

the moving object across the road, and MDP is used to 

determine the framework to accommodate the agent and 

policy. 

IV. MODELLING AND SIMULATION OF DRL MODEL 

Deep reinforcement learning with the autonomous vehicle 

is modeled using Matlab /Simulink tool from which M-

scripting functions and block sets are used for training 

policies using DDPG agent in DRL algorithm. These 

policies are used to implement a steering angle control 

system. The policies are implemented in this paper with 

polynomials, deep neural networks, and look-up tables. A 

deep learning toolbox is used for this work to train policies 

by enabling them to interact with an environment where 

the vehicle is moving around is represented by 

Matlab/Simulink models (Dynamic Vehicle models) for 
this research work. Figure 3 shows the Simulink model 

developed for the proposed deep Reinforcement Learning 

Algorithm. This model has three main systems as Signal 

Processing, RL agent, and vehicle & environment. 
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To evaluate DDPG and DQN algorithms, test with 

parameter settings, and monitor training progress, this 

work is carried out on the Simulink platform. To improve 

training performance, simulations in parallel GPUs with 

Parallel Computing Toolbox have been carried out. 
Existing policies are derived from deep learning 

frameworks with the help of Deep Learning Toolbox. In 

this paper, the MDP framework, along with the policies 

and DDPG & DQN agents, is applied. Optimized C and 

CUDA codes are generated to deploy trained policies on a 

microcontroller and GPUs.  Following are the setting to be 

made for the simulation. 

 Setting to be made for training  

 To learn the DRL configuration 

 Representation of policy 

 Representation of Reward signals 

 Signals to be observed and the corresponding 

actions to be taken 

 Dynamics of Road conditions related to the 

environment 

 

 

Figure 3: Matlab/Simulink Model of Deep 

Reinforcement Algorithm 

 

RL Agent subsystem creation includes the following steps 

in this paper: 

1. Agent Creation — Creation of agent with 

defined policy and DRL algorithm. 

2. Agent Training — Training of agents using 

the defined traffic & climate conditions  

(Environment).  

3. Validation of Agent — Verification, and 

Validation of agents (DDPG & DQN) 

4. Deploy Policy — Deploy the trained policy 

representation. 

 

 

V. RESULTS & ANALYSIS 

DDPG and DQN agents are trained, and the results have 

been captured. As mentioned in the previous section, the 

Simulink model has been compiled and the results 

captured on Reinforcement Learning Episode Manager. 
Figure 4 shows the deep reinforcement algorithm learning 

process with the DDPG agent. To train the agent, the 

train function is used in Matlab/Simulink. This is a 

computationally-intensive process and took 7 minutes to 

complete. This plot in figure 4 shows the episode rewards 

with respect to episode number for episode reward, 

average reward, and episode Q0.  

 

 

Figure 4: Deep Reinforcement Algorithm Learning 

Process with DDPG Agent 

Figure 5 shows the deep reinforcement algorithm learning 

process with the DQN agent. The plot in figure 5 shows 

the episode rewards with respect to episode number for 

episode reward, average reward, and episode Q0. Table 1 

shows the RL training progress report, which has the 

episode numbers and rewards. 

 

Figure 5: Deep Reinforcement Algorithm Learning 

Process with DQN Agent 

https://localhost:31515/static/help/reinforcement-learning/ref/rl.agent.rlqagent.train.html
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Table:1 Deep Reinforcement Learning Training Progress 

Training Progress Report DDPG DQN 

Episode Number 1545 918 

Episode Reward 1701.4486 -0.50702 

Episode Steps 600 150 

Episode Q0 255.0619 1.1219 

Total Number of Steps 447581 129444 

Average Reward 1562.3685 -8.8044 

Average Steps 600 150 

Window Length for averaging 5 5 

Hardware Resources CPU CPU 

Learn Rates 0.00001 0.001 

Maximum number of Episodes 10000 5000 

Maximum steps per episode 600 185 

Training Stopped by Episode Reward Episode Reward 

Training stopped at value 1700 -1 

Elapsed Time 32741 sec 15342 

 

Figure 6 shows the acceleration and steering angle of the 

autonomous vehicle using the DDPG agent. In the first 35 

seconds, the relative distance is greater than the safe 
distance; thus, car tracks set velocity. To speed up and 

reach the set velocity, acceleration is mostly non-negative. 

From 35 to 42 seconds, the relative distance is mostly less 

than safe distance; thus car tracks the minimum lead 

velocity and sets velocity. Since lead velocity is less than 

set velocity to track lead velocity, acceleration becomes 

non-zero. From 42 to 58 seconds, autonomous car tracks 

set velocity and acceleration remains zero. From 58 to 60 

seconds, relative distance becomes less than safe distance; 

thus car slows down and tracks lead velocity. Figure 7 

shows the lateral deviation. As shown in the plot, the 

lateral deviation is greatly decreased within one second. 
The lateral deviation remains less than 0.05 m. Figure 8 

shows the yaw error variation with the DDPG agent. 

 

 

Figure 6. Acceleration and Steering angle variation 

(DDPG) 

 

 

 

Figure 7: Lateral deviation (DDPG) 

 

Figure 8: Yaw error variation (DDPG) 

Figure 9 shows the lateral deviation of an autonomous 

vehicle with a DQN agent. The lateral deviation is less 

than 0.3 m. Similarly, figure 10 shows the steering angle 

values with the DQN agent. 
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Figure 9: Lateral deviation (DQN) 

 

Figure 10: Steering angle variation (DQN) 

VI. CONCLUSION 

Autonomous vehicles with Artificial Intelligence are the 

most wanted transportation globally in order to achieve an 

accident-free and pollution-free environment. For more 

than a decade, researchers are performing extensive 

development in driverless cars in order to achieve the 

highest level with the help of AI techniques. The authors 
used the Deep Reinforcement algorithm technique with 

various agents and policies to achieve the goal. In this 

paper, the authors have developed a novel model of 

reinforcement deep learning with DDPG & DQN agent in 

Markov Decision Process frae work for the steering 

control of the autonomous vehicle. Contributions presented 

in this paper are summarized as (i) Development 

autonomous vehicle model with DRL algorithm using 

DDPG (ii) Development autonomous vehicle model with 

DRL algorithm using DQN (iii) Modelling and Simulation 

of the Proposed algorithm (iv) Steering angle values 

captured and the comparison. Further development of this 
research work will be carried out towards the connected 

autonomous cars. 
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