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Abstract - The present article discusses various 

preprocessing techniques suitable for dealing with time 

series data for environmental science-related studies. The 

errors or noises due to electronic sensor fault, fault in the 

communication channel, etc., are considered here. Such 

errors or glitches that occur during the data acquisition or 

transmission phases need to be eliminated before it fed to 

the forecasting or classification systems. Computationally 

simple and efficient techniques are discussed here so that 

they can even be adopted for a hard real-time system 

environment. While adopting these techniques, we may 

also end up with some of the real genuine values, which 

may consider as an outlier. A special indicator function, 

the moving Inter Quartile Range (MIQR) algorithm, is 

proposed to overcome such special cases. 

Keywords — Time Series Analysis, Data Preprocessing, 

Moving Inter Quartile Range, Environmental Science, 

Data Science 

I. INTRODUCTION 

         Time series data and its modeling are very popular 

among researchers who work in various domains like 

atmospheric science, financial sector, engineering science, 

etc. Any data or observations ( behavior); for a given 

subject at different time intervals, i.e., it may be equally 

spaced as in the case of metrics or unequally spaced as in 

the case of events, can be considered as time-series data. 

Data collected for health monitoring in intensive care units 

of a patient or collecting the environmental parameters like 

humidity, temperature, wind speed, presence of various 

elements in the atmosphere for weather prediction or air 

quality prediction [1, 2, 3] are some of the best examples 

for equally spaced time series data. Collecting the event-

based logs and traces by control systems or server 

applications can be considered as unequally spaced time 

series data [4, 5, 6]. Such data collected from the real 

world can be used for modeling the system behavior, and it 

allows us to predict the future from the past. Weather 

modeling, reliability prediction in control systems, stock 

market prediction are some of the prominent applications 

which work based on time series modeling [7, 8, 9]. The 

quality of such prediction depends on the type of modeling 

techniques or algorithms used, and it also has a 

dependency on the preprocessing techniques adopted for 

cleaning the data collected from the real world [10, 11]. 

           Any data collected through electronic sensors are 

prone to errors; this error may occur during data capturing, 

recording, or transmitting phases [12]. Especially the 

researchers in atmospheric science and environmental 

science heavily depend on electronic sensor-based data for 

their research work [13, 14. 15]. It may be difficult to 

notice the glitches or errors in the data collected over a 

while through electronic sensors deployed in the field. 

These errors or glitches may be in the form of missing 

values, noise or outliers, and seasonal variations. Unless 

these glitches are removed, this may contribute to 

unexpected variations in the results. Especially in a fully 

automated control system environment, interconnected 

with various sensors, to provide warning during adverse 

conditions, these faulty outlier values may generate false 

alarms. The usage of outlier/noise removal is very crucial 

for real-time systems which trigger certain action or 

warning by sensing the environmental parameters. The 

present article discusses various data preprocessing 

techniques and experimentally provides sufficient evidence 

for using some of the standard preprocessing practices 

while dealing with time-series data, especially in 

environmental science. The work carried out by Reshmi 

CT. et.al.[16], "Temporal Changes in Air Quality during a 

Festival Season in Kannur, India" is the basis of this study. 

The authors studied the difference in air quality during the 

fireworks period during the Vishu festival in the Kannur 

district of Kerala. The ambient concentration of PM10, 

NO2, O3, and NO were observed during the festival period 

for “four consecutive years in 2015, 2016, 2017, and 2018 

in Kannur” [16]. 

          In the proposed study, we only considered the 

concentration of surface O3 to discuss some of the 

standard preprocessing techniques and also experimentally 

prove how to overcome any glitches/ errors in the reading 

due to error in the physical sensors. The study of the 

concentration of surface O3 is very popular among 

environmental scientists, as the ozone concentration has 

lots of direct impact in agriculture [17,18,19,20,21], UV 

light protection, an aerobic process for the biological 
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treatment plant, etc. [22]. The most commonly available 

O3 sensors work based on one of the following principles; 

they are absorption spectroscopy, photoacoustic,  photo 

reductive, photostimulated,  metal oxides, electrochemical 

methods. The study carried out by Michael  David et al. 

discusses the specific performance-related problems, 

limitations of all these types of ozone sensors [23]. In the 

present experiment,  the data was collected using an 

absorption spectroscopy-based, O342e UV Photometric 

Ozone Analyzer. The datasheet of the analyzer reports 

standard zero drift 1 ppb / 7days under the working 

temperature of range 0𝑜C to 35𝑜C [24].  The system may 

also behave unexpectedly beyond the specified operating 

temperature. Such conditions may cause to generate the 

values as outliers or noise. The present article discusses 

some of the standard practices used for data preprocessing 

to avoid outliers, noises, or missing values. A method is 

also proposed to avoid removing some of the genuine 

observations as outliers that may occur due to some 

specific phenomenon. 

II. LITERATURE REVIEW 
          Data cleaning and preprocessing is one of the 

interesting areas for data scientists. The preprocessing 

techniques they use vary concerning the problem under 

consideration. However, the error due to the data collected 

at the source should be deal with in the almost same way, 

irrespective of the problem statement. Kyriakidis (2009) et 

al. provides a comprehensive report on various techniques 

in data preprocessing, focuses on preparing higher data 

quality for data science applications[25]. This includes 

handling missing data, managing outliers, de-trending, and 

smoothing data. Kin Seng Lei (2010) et al. introduced a 

strategy for preprocessing, missing observational 

information using various imputation techniques for API 

(Air Pollution Index) forecast employing the Adaptive 

Neuro-Fuzzy Inference System (ANFIS). The forecast 

execution after data preprocessing is compared with the 

without preprocessing case, and the Root Mean Square 

Error (RMSE) shows the viability of the preprocessing 

techniques for API forecast against nine years of estimated 

data in Macau City [26]. 

          Christophe Paoli (2010) et al. presents the usage of 

artificial neural networks (ANNs) in the sustainable 

strength space [27]. They used a Multi-Layer Perceptron 

(MLP) and a specially appointed time series preprocessing 

to build a strategy during the daily forecast of worldwide 

solar radiation on a horizontal surface. Advanced MLP 

presents comparable or better expectations to conventional 

and reference strategies like ARIMA methods, Bayesian 

hypotheses, Markov networks, and K-Nearest-neighbors. 

They tracked down that the proposed data preprocessing 

approach could fundamentally decrease forecasting errors 

contrasted with conventional forecasting strategies. S. 

Minu (2016) et al. review on estimating soil properties 

from hyperspectral air and satellite data, as well as 

preprocessing procedures used to overcome air attenuation 

and low signal-to-noise ratios, and to distinguish soil 

properties [28]. 

          Juneja (2019) et al. reports various aspects to 

enhance the quality of original data. By exploring the 

processes for integration, noise filter, removal of bad data, 

and data transformation/normalization. In this study, they 

also proposed a preprocessing system to predict the nature 

of data in climate monitoring and prediction for 

identifying the dangerous atmospheric deviation 

boundaries and raises alerts for early warning to clients 

and researchers [29]. Khongsrabut (2019) et al. focused on 

finding the anomaly in the water utilization time series 

data. They tested two strategies: (1) Autoregressive 

Integrated Moving Average (ARIMA) modeling and (2) 

Median Absolute Deviation (MAD). A clustering strategy 

(K-Mean) is used as a pre-processing step to distinguish 

the correct parameters of the two defect detection 

strategies. The results showed that ARIMA and MAD 

performed well in the water use time-series data along 

with the specified parameter values obtained from K-Mean 

[30]. 

          D. Andresic (2019) et al. two huge cosmic time 

series data were selected from the BRITE (BRIght Target 

Explorer) and project named Kepler K2 and explored 

feasible methods for searching for hidden periods and 

grouping them [31]. For these data collections were so 

huge that artificial neural networks must be used, that 

requires some data preprocessing. Therefore, the hidden 

periods of the galactic time series bring a concise outline 

of possible answers to search using absolute artificial 

neural networks or including extra traditional analytical 

methods, mainly from a data preprocessing and its 

visualization perspective. 

III. DATA PREPROCESSING 

          Preprocessing is the first step in data science and 

machine learning for classification and information 

retrieval problems. The raw data collected from the real 

world will go through the preprocessing techniques before 

it processes with any machine learning or data mining 

algorithms [32]. There is three kinds of data preprocessing 

methods: data cleaning, data transformation, and data 

reduction [33]. The data cleaning addresses the missing 

data and noise or outlier removal. Data transformation 

addresses normalizing the data, feature selection, domain-

level transformation, etc. Data reduction deals with 

dimensionality reduction, attribute subset selection, etc.  

Among the three techniques, data transformation and data 

reduction are problem-dependent processes, but data 

cleaning is a must step to be followed across any data 

science problem. This paper discusses various popular 

preprocessing techniques used to handle the time series 

data. The Ozone O3 concentration collected during four 

consecutive days, 13 April to 16 April of the year 2015 to 

2018, is considered for this study. 

            Reshmi C.T et al., as reported in their work, 

collected data from “Kannur university campus (KUC) 

(11.9° N, 75.4° E), situated 15 km north from Kannur. The 

observational site is situated 1 km away from the National 

Highway (NH 17) and 6 km away from the Arabian Sea 
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and is surrounded by a densely populated residential area” 

[16]. Variations in concentrations of surface O3 from 13 

April to 16 April for the years 2015, 2016, 2017, and 2018 

are considered for the proposed study. In addition to 

existing noise, random noises were introduced in the 

collected data to test the performance of various 

preprocessing techniques, and its performance is studied 

and reported as part of this work. The sample data set 

collected every thirty minutes duration of surface O3 

concentration of the year 2015 is shown below. 
 

O3 Sample Data Set for 2015:- 

Time (IST) Aril 13 Apr-14 Apr-15 Apr-16 

0.5 7.16 7.65 11.22 8.54 

1 6.99 7.62 10.82 8.48 

1.5 6.88 7.5 10.22 8.35 

2 6.69 7.39 10.02 8.3 

2.5 6.56 7.3 10.2 8.23 

........................... 

.......................... 

          This paper discusses the three important data 

cleaning aspects; noise or outlier removal, missing value 

handling, and smoothing. Fig. 1 (a) shows the surface O3 

with outlier and Fig. 1 (b) shows the surface O3 with a 

missing value. 

A. Detect and Remove the Outliers or Noise  
          An outlier or a noise is an observation that differs or 

deviates from the overall pattern in a given data set [34]. 

The outlier may happen due to a fault in the data 

acquisition system, i.e., sensor node failure, error in the 

communication channel, etc. Such kind outliers will 

generally be in the form of one or more glitches for a 

shorter interval, or it can even be continuous if the sensing 

device or communication channel is faulty. Distinguishing 

such exceptions from the real data and figuring out how to 

manage them are on various artifacts. Understanding the 

information, data and their source, information on the 

logical area that addresses, and the scope of values 

expected by the related boundaries are some of the 

parameters considered for noise removal [35]. 

 

 
Fig. 1 Surface O3 (a) with outlier (b) with missing value 
  

         In any forecasting application using time series data, 

it’s essential to detect the presence of such outliers or noise 

and rectify it; otherwise, it can lead to wrong logical ends 

or forecasts. In this article, discuss two prominent 

techniques data scientist uses to detect such outliers or 

noise in the data under consideration. They are visual 

techniques and mathematical techniques. 

B. Discover outliers with visual  

          Simple visual techniques are employed to detect the 

glitches, i.e., outliers or noise in the given data. Instances 

of data under consideration can be plotted in specific 

graphical representation, and anomalies can be brought 

out. This article discusses two such methods, box plot and 

scatters plot. 

a) Box Plot  

          Boxplot is a standard way of displaying data 

distribution based on five numbers summary ("minimum," 

first quartile (Q1), median (Q2), third quartile (Q3), and 

"maximum"). The data range between Q1 and Q3 is 

identified as Inter Quartile Range (IQR). Box plot will also 

help us to understand the general behavior of data, whether 

it is symmetrical or how tightly data is grouped or skewed 

[36, 37]. 

          Box plot is one of the altogether less factual diagram 

strategies that decide exceptions. There may be one 

anomaly or numerous exceptions inside an informational 

index, which happenstance both underneath or more the 

base and most prominent data regards. The box plot gives 

outliers or obscure results by increasing the lesser and 

greater data values to a maximum of 1.5 times the inter-

quartile range. Any information results that come outside 

of the greatest and least values known as outlier are not 

difficult to decide on a box plot chart. 

 

Fig. 2 Outlier detection using Box plot 

22 9.22 19.7 8.34 9.77 

22.5 8.45 17.5 8 9.27 

23 8.19 16.4 7.68 9.01 

23.5 7.96 15.8 7.26 8.54 

24 7.8 14.3 6.73 8.27 
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         Fig. 2 shows the outlier detection for surface O3 

using a box plot. The figure shows that one point above 

Q3+(1.5*IQR) as outliers because they do not include the 

other measurements. Here we analyzed the uni-variant 

outlier. We used the daily variation of surface O3 to test the 

outlier. 

b) Scatter Plot 

A scatter graph is the most effortless method of 

the diagrammatic portrayal of bivariate information. One 

variable addresses along the X-axis, and the other variable 

addressed along the Y-axis. In time-series data, for the 

present study X-axis represent the time interval, and the Y-

axis represents O3 concentration at each time interval. The 

pair of points plots on the two-dimensional chart forms a 

scatter graph. The bearing of the progression of points 

shows the kind of relationship between the two given 

factors. 

When there is a regression line in the scatter plot, 

we can recognize the outlier easily.  Point or points far 

away from the regression line is generally considered as an 

outlier for the scatter plot. The outlier for a scatter and box 

plot is different from each other [38]. Fig. 3 shows the 

outlier detection using a scatter plot. 

 

Fig. 3 Outlier detection using scatter plot for O3 

C. Discover outliers with a mathematical function 

a)  Z – Score 

          Z-Score, also called standard score, is an important 

method used for outlier detection. Z-score helps to 

understand how far the data value from the mean [39]. 

 

 

Fig. 4 Surface O3 (a) before removing outlier, (b) after 

removing outlier using z-score 

More specifically, the Z-score tells you how 

many standard deviations are there from a data point to 

the average. The Z-score is calculated as follows: 

𝑍 =
𝑥 − 𝜇

𝜎
 

          The standard score represents the Z, x depicts the 

observed value, 𝜇 indicates the sample's mean, and 𝜎 

shows the sample's standard deviation. Z-Score outliers are 

defined as, If the z-score of a data point is greater than 3, 

i.e., |z| > 3, then it is an outlier. Else it is a part of data. Fig. 

4 (a) shows the surface O3 before removing the outlier, and 

fig. 4 (b) shows the O3 after removing the outlier using a z-

score. 

b) IQR Score 
          The Inter Quartile Range (IQR) is a statistical 

measure of the difference between 75th and 25th percent. It 

is represented by the formula IQR = Q3 − Q1 concerning 

the box plot discussed earlier [Figure 2]. The general rule 

of thumb for detecting outliers using IQR is any data point 

beyond Q1-1.5* IQR, i.e., minimum and Q3+1.5*IQR, i.e., 

maximum are considered as outliers, and they will be 

removed. Fig. 5 shows the surface O3 after removing the 

outlier with Inter Quartile Range (IQR) [40]. 

 

Fig. 5  Surface O3 after removing outlier using IQR 

(Resultant of Fig. 4 (a)) 
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D. Handling Missing Value 

          Handling missing values is one of the important 

aspects of data preprocessing. During the data acquisition 

process, or transmission process from the sensor to the 

information processing node, it is quite often that we may 

encounter missing data problems. When the amount of data 

is limited, fixing the lost value problem by removing the 

corresponding data index can lead to the loss of important 

information, and it also results in a deficit of information 

available for training [41]. This article discusses two 

important missing value handling techniques, linear 

interpolation and KNN (K-Nearest Neighbors). 

a) Linear Interpolation 

          Linear interpolation is an imputation procedure that 

accepts a linear relationship between data points and uses 

non-missing values from neighboring data points to 

register a missing data point [42]. The linear interpolation 

formula is: 

𝑦 = 𝑦1 +
(𝑥 − 𝑥1)(𝑦2 − 𝑦1)

𝑥2 − 𝑥1

 

           Where x1 and y1 are the first coordinates, x2 and y2 

are the second coordinates, x is the point to perform the 

interpolation, and y is the interpolated value. Fig. 6 (a) 

shows the surface O3 data with missing values, and fig. 6 

(b) shows the O3 data after handling missing values using 

linear interpolation. 

 

 

Fig. 6 Surface O3 (a) with missing values (b) after 

handling missing value using linear interpolation 

b) KNN (K - Nearest Neighbors) 

          Using the KNN method, a loss value calculated by 

the majority among its closest neighbors, K is the mean 

value of the “nearest neighbors,” which is calculated as 

forecasting of a mathematical estimation of value, known 

as the “majority / mean rule” [43]. Fig. 7 represents the O3 

data after handling the missing value using KNN 

techniques. The idea of the KNN method is to identify the 

'K' samples in the dataset as having the same or near space. 

We use these 'K' samples to determine the value of missing 

data points. The lost values of each sample are calculated 

using the average value of the 'K' neighbors found in the 

dataset. 

 

Fig. 7 Surface O3 data after handling missing value 

using KNN Imputation. (Resultant of figure 6 (a)) 

E. Smoothing 

Data smoothing eliminates noise and concentrates 

on genuine patterns and trends. They distributed by a clear 

picture of the nature of the time series considered. In some 

cases, chronological variability is substantial, and they do 

not provide indicators of a trend or accuracy, which are 

parts of high significance for understanding the learning 

cycle. Smoothing eliminates periodicity and reveals 

delayed fluctuations within the data set [44]. Simple 

Moving Average (SMA) smoothing is the most common 

smoothing technique. The formula for SMA is: 

𝑆𝑀𝐴 =  
𝐴1 + 𝐴2 + ⋯ + 𝐴𝑛

𝑛
 

Where An is the value at period n, and n is the total 

number of periods. 

 

Fig. 8 Daily variation of smoothed O3 data 
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Fig. 8 shows the daily variation of smoothed 

surface O3 data. The blue line shows original data, and the 

red line shows the results of the first smoothing of original 

data, and the green line indicates second smoothing. 

F. Considering the Unexpected Variations from the 

Normal  Behaviors 

          In some cases, especially in environmental-related 

studies, may have surprise observations that will have a 

considerable deviation from normal observations. This 

may be due to a specific phenomenon that occurred during 

the day, or seasonal variations, or any other similar 

instances. We have to ensure that such deviations from the 

normally observed patterns should not be eliminated by 

considering that as noise or outlier. In this article, discuss 

one such instance with a specific example observed by an 

environmental scientist. As reported by Reshmi CT et 

al.,[16] in their work, there is a deviation in the observed 

surface O3 concentration in Vishu days from the normal 

days. Fig. 9 shows the line graph, where surface O3 

concentrations are deviated from the normal day's 

observation pattern during the Vishu festival day because 

of the fireworks. 

These observations studied and reported that a 

100% increase in the “NO2 photolysis rate during the 

fireworks episode would lead to a 100% increase in surface 

ozone production”[16]. This is the best example to 

demonstrate to have a separate indicator function to 

account for such unexpected observations due to some 

specific phenomenon. Modeling such unseen variations is 

always challenging, but it is quite possible to model such 

variations if they are seasonal. Considering the 

observations of  4 years during the specific days, i.e., 

Vishu festival days, an additional indicator function can be 

fit to consider such variations. A continual learning-based 

system is always recommended for considering such 

genuine deviations from normal behavior. If such 

observations are beyond the threshold defined for outlier 

removal or noise removal, separate discounting parameters 

need to be considered as part of such systems to ensure 

reliability. In this particular case, on the Vishu festival day, 

the O3 concentration level is shifted from the observations 

on a normal day; but it should not be eliminated as an 

outlier or noise. As stated earlier, outlier/ noise readings 

will be generally observed as a glitch for very shorter 

intervals, especially in time series data, unless the sensing 

device is faulty. 

But these types of observations generally last for a 

considerable amount of time intervals.  Recognizing such 

specific variations requires a domain-level understanding 

of the problem under consideration.  A sufficient amount 

of data under that specific season should be treated 

separately to model such kinds of special occasions. The 

seasoning parameters should be derived for handling and 

treating such cases as special cases. Collecting data under 

some of the specific occasions in environmental studies 

have lots of importance. Hence defining the indicator 

functions as part of the system for dealing with such 

instances are very important. 

 

Fig. 9 O3 data during fireworks  

 In the present case, propose a moving Inter 

Quartile Range (MIQR) algorithm to resolve such 

unexpected, genuine variations in the observations. In the 

MIQR method instated of considering the global IQR 

values, we locally set the IQR limit during every instance 

of the observations. Since the data under consideration is 

time-series data, generally, it is observed that there can be 

an accepted range of values that can be considered as 

probable observation in the succeeding intervals. MIQR 

algorithm is defined as follows. 
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Fig. 10 Moving Inter Quartile Range 

 In Fig.10, The blue line in the line graph indicates 

the concentration of  O3 on non-Vishu day. On Vishu 

festival day at the time t0, P0 be the observed value which 

is away from the normal observation (mean). At this point, 

consider an IQR box where the current value P0 will be 

considered as a projected mean value corresponding to t1, 

and it is denoted as 1p
0 indicate that the projected mean at 

interval t1 based on the observation at t0. An IQR box will 

be constructed by keeping the point 1p
0 be the mean point 

at t1. The upper and lower range is being set based on the 

global observation. At t1, the actual observation is P1, 

which is pure within the IQR box defined at t1. Similarly, 

the new projected mean value at t2 is denoted as 2p
1, i.e., 

the IQR mean value at time interval t2 based on the 
observation at t1. This process will be repeated for the rest 

of the observation. Hence the observed sequences P1, P2, 

P3…. will be considered as genuine observations even 

though it is far from the normal observation.  This ensures 

that only the abruptness in the reading will only be 

considered as outliers/noise. If any such values appear as 

part of real observation that will be neglected by the 

system, and it may be considered as a missing value. 

Linear interpolation or KNN Imputation method can be 

used to handle such missing value problems, as discussed 

earlier. 

IV. Results and Discussions 
The experiments are conducted using the data 

form collected by Reshmi C.T et al.,[16]. Only Surface 

Ozone concentrations, i.e., O3 concentrations, are 

considered for explaining the data preprocessing and 

smoothening concepts. In addition to existing noise, 

random noises are added to the signal using pseudo-

random numbers and whose effects are studied. The outlier 

removal, missing value problems, and data smoothening 

are considered in this experiment to demonstrate the 

preprocessing requirement in environmental studies. 

 

Fig. 11 Box plot for detecting outlier in four years 

Fig. 11 shows the Box plot for detecting the 

outliers for four consecutive years, 2015 to 2018.Fig. 12 

shows the Scatter plot for detecting the outliers for four 

consecutive years, 2015 to 2018. 
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Fig. 12 Scattered plot for detecting outlier in four years 

. 

 

Fig. 13 Outlier removed using Z Score 

          The resultant of outlier removal methods Z-score 

and IQR for the four consecutive years are shown in fig. 13 

and fig. 14 – resultant of fig 11 and 12. 
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Fig. 14 Outlier removed using IQR 
 

 

 

 

 

Fig. 15 Handling missing value using linear 

interpolation 
 

The resultant of missing value handling methods, 

linear interpolation, and KNN Imputations algorithms for 

the four consecutive years are given in fig. 15 and fig. 16. 
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Fig. 16 Handling missing value using KNNImputation 

The proposed moving IQR method to handle the 

special cases is also tested against all four years. The 

system effectively handled such deviations. The results are 

also validated by using some of the popular forecasting 

techniques Autoregressive Moving Average (ARMA), 

Autoregressive Integrated Moving Average (ARIMA), 

Seasonal Autoregressive Integrated Moving Average 

(SARIMA), etc. And the Mean Squared Error (MSE) and 

Root Mean Squared Error (RMSE) are calculated for the 

noise added data and smoothed data.  Here 75% of data is 

used for training, and 25% of data used for testing, i.e., 

forecasting. The results obtained are given in table 1. And 

bar chart for MSE and RMSE is shown in fig.17. 

TABLE 1 

MSE and RMSE value for preprocessed data 

  ARMA ARIMA SARIMA 

Original 

data 

MSE 24.483 22.951 23.012 

RMSE 4.948 4.79 4.797 

Z-Score MSE 13.025 11.327 13.971 

RMSE 3.609 3.365 3.737 

IQR MSE 13.025 11.327 13.971 

RMSE 3.609 3.365 3.737 

Linear 

Interpolation 

MSE 1.413 1.334 3.117 

RMSE 1.188 1.154 1.765 

KNN 

Imputation 

MSE 1.423 1.334 3.117 

RMSE 1.192 1.154 1.765 

 

 

Fig. 17 Bar chart for MSE and RMSE value 

V. CONCLUSION 

            Real-world data tend to be incomplete, 

inconsistent, noisy, and missing. Data preprocessing is the 

major process in data science. Data preprocessing include 

data cleaning such as remove outlier or noisy data, 

handling of missing value using the standard techniques. 

The removal of genuine observations by considering them 

as noise or outlier is one of the issues discussed here. 

Proposed a moving interquartile range (MIQR) algorithm 

to resolve such unexpected, genuine variations in the 

observations. The current study emphasizes the importance 

of employing various preprocessing techniques to ensure 

the data quality collected through electronic sensors for 

prediction and forecasting in environmental science-related 

studies. 
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