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Abstract — Tree-Based Classification technique is one of 

the commonly used techniques called White box 

classification. It targets foreseeing to the having a place of 

cases or articles in the classes of a particular variable 

from their estimations on at least one prescient factor. This 

research work analyzes the concert of five tree-based 

classification algorithms, namely Decision Stump, J48, 

Logistic Model Tress (LMT), Random Forest, and 

REPTree. Various disease datasets such as breast cancer, 

Pima diabetes, and hypothyroid are utilized for calculating 
the performance of the classification algorithms by 

applying the 10-fold cross-validation parameter based on 

the given class label. Finally, the comparative analysis is 

held out, using the classification accuracy, kappa value, 

performance factors, and the error rate measures on all of 

the algorithms. From the experimental outcomes, it is 

derived that the LMT provides better results for all the 

disease datasets than the existing algorithms such as 

Decision Stump, J48, Random Forest, and REPTree. 

 
Keywords — Decision Stump, J48, LMT, Random Forest, 

REPTree. 

I. INTRODUCTION 
The reason for the arrangement trees is to anticipate or 

clarify reactions on a characterized subordinate variable. 

The techniques that can be obtained have a lot in common 

with the techniques used in the modern traditional methods 
of Cluster Analysis, Nonlinear Estimation, Discriminant 

Analysis, and Nonparametric Statistics Classification trees 

enthusiastically lend themselves to the graphically 

displayed creatures, making them easier to understand than 

they would be if only a strict numerical analysis were 

possible. Within the weka tool, there are several 

classification tree algorithms exist, such as Decision 

stump, Random Forest, Random Tree, REP Tree, LMT, 

MSPP, and J48. 

In this research work, the comparison is made to find out 

the best tree classifier algorithm among the five algorithms 

such as namely Decision Stump, J48, Logistic Model Tress 

(LMT), Random Forest, and REPTree for the disease 

datasets. The structure of the study is as follows. Section 2 

illustrates the literature review, Section 3 illustrates the 

methodology for the existing algorithms for the disease 

datasets and Section 4 illustrates the experimental results, 
and finally, Section 5 gives the conclusion and future 

work. 

II. LITERATURE REVIEW 
Decision Stump is the easiest case and the special case of a 

decision tree. For masquerading detection, a rules-based 

approach that compares n-grams of the command sequence 

using the decision stump algorithm (Jian et al., 2007). The 

Energy-Aware Decision Stump Linear Programming 

Boosting Node Classification based Data Aggregation 

(EADSLPBNCDA) Model is used to increase the data 

aggregation and energy consumption in Wireless Sensor 

Networks (WSN) (Kokilavani Sankaralingam et al., 2020). 

Logistic regression models adapt the idea of classification 

problems that uses logistic regression instead of linear 

regression. A ++stagewise adjustment process is used to 

make logistic regression models which can select 
appropriate attributes within the data in a normal 

(Landwehr et al., 2003).    The Logistics Model Tree 

(LMT) is an element determination strategy to choose the 

most suitable situations from the V3 amino corrosive 

arrangements. Measured by ten-fold- cross-validation on 

273 sequences [4], their approach achieves an accuracy of 

97.8%, a specificity of 97.7%, and a sensitivity of 97.9%. 

The most extreme probability rule is utilized as an 

assessment strategy for the assessment of tree logit models. 

The strategy is fit for clear documentation for the tree 

structure and is accepted to be unique (Shoombuatong et 

al., 2012). The accuracy of the classification is compared 

across nine decision tree methods, and that they are 

divided into two primary teams (Snousy et al., 2011). For 

the primary cluster, single decision tree C4.5, CART, 

Decision Stump, Random Tree, and REPTree are 

compared. The general decision tree for the second cluster 
is Bagging (C4.5 and REPTree), AdaBoost (C4.5 and 

REPTree), ADTree, and Random Forests. Decision tree 

(DT) classification methods such as C5.0, CART, CHAID, 

and Logistical Regression (LR) techniques are used to 

implement the monetary distress prediction model (Chen, 

2011). The productivity of the LADTree and REPTree 

classifier for predicting credit risk and compares their 

adequacy with various measures (Profile, 2015). The 

decision tree algorithm is built utilizing a fast splitting 

attribute selection (DTFS) for large datasets. The 

algorithm builds a decision tree without storing the entire 

training set in main memory and having only one 

parameter, however, being terribly stable relating to it 

(Franco-Arcega et al., 2011). 

The J48 calculation gives a strategy considered the 

ascription that manages missing qualities. Upgraded J48 

characterization calculation is utilized for the irregularity 
interruption location frameworks. This algorithm helps to 

detect the probable attacks, which could jeoparadise the 

network confidentially (Aljawarneh et al., 2019). With the 

use of binary datasets and multiple class datasets on 13 

performance measurements(Panigrahi & Borah, 2018), the 

three popular group classifiers J48, namely J48, 

https://ijettjournal.org/archive/ijett-v69i6p202
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J48Consolidated, and J48Graft, are experiments. The 

effectiveness of the Random Forest (RF) variable is 

examined by means of importance measures to determine 

the true predictor among a wide range of candidate 

predictors (Archer & Kimes, 2008). The Random Forest 

Classification algorithm is used to provide experimental 

information on the yield of the Variable Significance Index 

based on Random Forests (Auret & Aldrich, 2011). The 
measurement of variable significance is associated with the 

conditional inference of forests, random forests, and 

stimulated trees and uses several simulated datasets to 

compare these methods (Genuer et al., 2010).  

III. METHODOLOGY 

In this research work, the comparison is made to find out 

the best tree classification algorithm among the five 

algorithms, namely Decision Stump, J48, Logistic Model 

Tress (LMT), Random Forest, and REPTree for the disease 

datasets such as breast cancer, Pima diabetes and 

hypothyroid. Figure 1 shows the flow diagram for the 

comparative analysis. 

A. Dataset Description  
The disease datasets such as breast cancer, Pima diabetes, 

and hypothyroid are collected from the UCI repository. 

The breast cancer dataset contains 286 instances and 10 

attributes, the Pima diabetes dataset contains 768 instances 

and 9 attributes, and the hypothyroid dataset contains 3772 

instances and 30 attributes. The data mining tool weka is 

utilized for examining the performance of the classification 

algorithms. 

 
Figure 1: Flow diagram for comparative analysis of 

tree classifier algorithms 

B. Classification 
In data mining, the characterization strategy can be utilized 

to predict group participation for information instances. 

This is a case of supervised learning, where a set of 

properly identified observational training is available. The 

process by which ideas and objects are differentiated and 

understood may involve categorization or classification. 

This research work aims to find out the best tree 
classification algorithm among the five algorithms such as 

Decision Stump, J48, Logistic Model Tress (LMT), 

Random Forest, and REPTree for the disease datasets such 

as breast cancer, Pima diabetes, and hypothyroid.  

C. Trees 
The tree is one of the classification techniques, and this 

research article used five tree classification algorithms for 

the analysis of disease datasets and are as follows.  

1. Decision Stump (DS) 

2. J48 

3. Logistic Model Tree (LMT) 

4. Random Forest (RF) 

5. REPTree 

a) Decision Stump 
The simplest of a decision tree is a decision stump 

algorithm, and the decision is made by checking the class 

as positive or negative. The decision stump algorithm 

comes under the machine learning model, and it consists of 

a one-level decision tree. Specifically, a decision tree with 

an internal node that is the root node is instantly connected 

to the terminal nodes known as leaves. A decision stump 

algorithm constructs a prediction based on the meaning of 

only one input function. Occasionally they are also 

referred to as 1-rules (Holte Holte, 1993). 

b) J48 
J48 algorithm is also termed as C4.5, and it is a broadly 

used machine learning algorithm that comes under the 

category of decision tree algorithms. J48 algorithm is a 

type of ID3 algorithm that differs from building a decision 

tree, and it accepts categorical and continuous attributes. 

c) Logistic Model Tree 
The Logistic Model Tree (LMT) algorithm is a decision-

based algorithm that adopts logistic regression into the 

decision tree induction or combines these two methods in a 

single tree structure. The LMT algorithm creates a tree 

structure based on binary and multiclass target variables, 
numerical values, and missing values. The Logistic Model 

Tree generates a unique result in the form of a tree 

containing binary splits on numerical attributes (Landwehr 

et al., 2005).  

d) Random Forest 
The Random forests algorithm comes under the ensemble 

learning method, and it can be used for classification and 

regression. The randomization is presented in two ways. (i) 

random sampling of data for bootstrap samples (ii) random 

selection of input attributes for generating individual base 

decision trees. The Random Forest algorithmic rule was 
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initially developed by Leo Breiman, a statistician at the 

University of California at Berkeley (Genuer et al., 2010). 

e) REPTree 
The Reduced Error Pruning (REP) Tree algorithm is a fast 
decision tree learning algorithm based on C4.5algorithm 

that produces classification or regression trees. When 

preparing the model, the REPTree algorithm sorts the 

values of the numerical attributes once. The decision tree 

or regression tree is constructed using information gain or 

variance and pruned using a reduced-error size (Snousy et 

al., 2011). The REPTree applies the logic of the regression 

tree and to generates multiple trees in modified iterations. 

 

IV. RESULTS AND DISCUSSION 

This research work computes the experimental measures 

by utilizing the performance factors, classification 

accuracy, and error rate measures. Accuracy measurement, 

performance factors, and error rate are used to determine 

the best algorithm for the disease datasets. The accuracy 

measure and performance factors have compared with 

various tree classifiers for the breast cancer dataset are 

illustrated in Table 1. 

 

Table 1 Comparison of accuracy and performance 

factors for breast cancer dataset 
 

Algorith
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ified 
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ectly 

Classifi
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TP 
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Rate 

 

Precis

ion 

 

F 

Measu

re 

 

RO

C 

Cur

ve 

 

Decision 

Stump 

 

69 

 

31 

 

0.685 

 

0.46

6 

 

0.677 

 

0.681 

 

0.58

8 

J48 75 25 0.755 0.52

4 

0.752 0.713 0.58

4 

LMT 75 25 0.752 0.49

2 

0.737 0.722 0.67

5 

Random 

Forest 

70 30 0.696 0.54

3 

0.664 0.669 0.63

4 

REPTree 71 29 0.706 0.57

2 

0.669 0.664 0.62

1 

 

Table 2  Comparison of accuracy and performance 

factors for Pima diabetes dataset 
 

Algorith

ms 

 

Corr

ectly 

Clas

sifie

d 

 

Incorrec

tly 

Classifie

d 

 

TP 

Rate 

 

FP 

Rate 

 

Precisi

on 

 

F 

Measu

re 
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C 

Cur

ve 

Decision 

Stump 

72 28 0.71

9 

0.34

8 

0.716 0.717 0.68

4 

J48 74 26 0.73

8 

0.32

7 

0.735 0.736 0.75 

 LMT 77 23 0.77

5 

0.32

5 

0.770 0.766 0.83

1 

Random 

Forest 

76 24 0.75

8 

0.31

0 

0.754 0.755 0.82

0 

REPTree 75 25 0.75

3     

0.32

8     

0.747 0.748 0.76

6 

 

The accuracy measure and performance factors have 
compared with various tree classifiers for the Pima 

diabetes dataset are depicted in Table 2. The accuracy 

measure and performance factors have compared with 

various tree classifiers for the hypothyroid dataset are 

depicted in Table 3. Fig.2 shows the comparison of 

accuracy for the breast cancer dataset with various tree 

classifier algorithms. From Fig.2, it is inferred that the J48 

and LMT algorithm has the highest accuracy of the breast 

cancer dataset. 
 

Table 3 Comparison of accuracy and performance 

factors for the hypothyroid dataset 

 
Figure 2 Comparison of Accuracy for the breast cancer 

dataset with various tree classifier algorithms 
 

Fig. 3 shows the comparison of performance measures for 

the breast cancer dataset with various tree classifier 

algorithms. Fig.3, it is implied that the LMT and J48 

algorithms have the highest performance metric values 
than the other existing algorithms. For the breast cancer 

dataset, the LMT algorithms perform 8% better than the 

Decision Stump algorithm, 6.66% better than the Random 

Forest algorithm, and 5.33% better than the REPTree 

algorithm.   

Fig.4 shows the comparison of accuracy for Pima diabetes 

with various tree classifier algorithms. Fig.4, it is implied 

that the LMT has the highest accuracy of the Pima diabetes 

dataset. Fig. 5 shows the comparison of performance 

measures for the Pima diabetes dataset with various tree 

classifier algorithms. Fig.5, it is implied that the LMT  has 

the highest performance metric values than the other 

existing algorithms. For the Pima diabetes dataset, the 
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9 
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3 
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5 
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4 
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9 
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LMT algorithms perform 6.49% better than the Decision 

Stump algorithm, 3.89% better than the J48 algorithm, 

1.29% better than the Random Forest algorithm, and 

2.59% better than the REPTree algorithm.  

 

 

 
Figure 3 Comparison of Performance Measures for 

breast cancer dataset with various tree classifier 

algorithms 

 
Figure 4 Comparison of Accuracy for the Pima 

diabetes dataset with various tree classifier algorithms 

 

Figure 5 Comparison of Performance Measures for 

the Pima diabetes dataset with various tree classifier 

algorithms 

 

Figure 6 Comparison of Accuracy for the hypothyroid 

dataset with various tree classifier algorithms 
 

 
 

Figure 7 Comparison of Performance Measures for the 

hypothyroid dataset with various tree classifier algorithms 

Fig.6 shows the comparison of accuracy for the 
hypothyroid dataset with various tree classifier algorithms. 

Fig.6, it is implied that the LMT has the highest accuracy 

of the hypothyroid dataset. Fig.7 shows the comparison of 

performance measures for the hypothyroid dataset with 

various tree classifier algorithms. From Fig.7, it’s implied 

that the LMT algorithm has the highest performance 

metric values than the other existing algorithms. For the 

hypothyroid dataset, the LMT algorithms perform 4.52% 

better than the Decision Stump algorithm, 0.5% better than 

the J48 algorithm, 0.5% better than the Random Forest 

algorithm, and 0.5 % better than the REPTree algorithm. 

The kappa and error rate measures such as Mean Absolute 

Error (MAE) and Root Mean Square Error (RMSE) have 

compared with various tree classifiers for the disease 

datasets are shown in Table 4. 
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Table 4  Comparison of kappa and error rate measures 

for various disease datasets 
 

 

 

Algorit

hms 

 

Breast Cancer 

 

Pima Diabetes 

 

Hypothyroid 

 

Kap

pa 

Val

ue 

 

MA

E 

 

RM

SE 

 

Kap

pa 

Val

ue 

 

MA

E 

 

RM

SE 

 

Kap

pa 

Val

ue 

 

MA

E 

 

RM

SE 

 

Decisi

on 

Stump 

 

0.22

57 

 

0.38

01 

 

0.44

04 

 

0.37

45 

 

0.38

02 

 

0.44

18 

 

0.71

47 

 

0.03 

 

0.12

25 

J48 0.28

26 

0.36

76 

0.43

24 

0.41

64 

0.31

58 

0.44

63 

0.97

07 

0.00

3 

0.04

14 

LMT 0.30
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0.32
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Figure 8 Comparison of Kappa & Error Rate measures 

for breast cancer dataset with various tree classifier 

algorithms 

  

 
Figure 9 Comparison of Kappa & Error Rate measures 

for the Pima diabetes dataset with various tree 

classifier algorithms 
 

 

 
Figure 10 Comparison of Kappa & Error Rate 

measures for the hypothyroid dataset with various tree 

classifier algorithms 
 

From the experimental results, it’s implied that the LMT 

algorithmic rule achieves well as compared to the other 

existing algorithms like Decision Stump, J48, Random 

Forest, and REPTree. The LMT algorithm gives more 

correctly classified instances comparable to other existing 

techniques for all the disease datasets such as breast 

cancer, Pima diabetes, and hypothyroid. Also, the error 

rate for the LMT  is less compared to other existing 

methods, as shown in Fig. 8, 9, and 10. 

V. CONCLUSION 

This research work analyzed the performance of five tree 

classifier algorithms, namely Decision Stump, J48, 

Logistic Model Tree, Random Forest, and REPTree. 

Various disease datasets, namely breast cancer, Pima 

diabetes, and hypothyroid, are utilized for calculative the 

performance of the tree classifier algorithms by using the 
10-fold cross-validation parameter. Lastly, this research 

work analyzed the algorithms by using the performance 

factors, classification accuracy, and error rate measures. 

From the outcomes, it is recognized that the LMT 

performs better than other existing algorithms for all the 

disease datasets. In the future, the classification trees can 

experiment on other datasets also. Also, the LMT 

algorithm can modify in the future to get more effective 

outcomes. The tree classification algorithms can be 

analyzed using other specifications like the training set, 

percentage split, and supplied test set.  
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