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Abstract - The advanced development in information and 

technology created a growing interest in optical music 

recognition for easy storage, access, and retrieval in digital 

form. By using OMR, we can transcribe music sheets into a 

machine-readable format. This facilitates the users to play, 

edit or compose the music. The handwritten music symbol 
recognition becomes more difficult as compared to print due 

to various issues such as a change in shape, distortion, etc. 

In this paper, the performance of deep learning-based 

method or old handwritten music symbol recognition was 

investigated by applying the MobileNetV2 architecture. In 

this stud, two approaches are presented. The first approach 

deals with the pure deep learning method, and in the second 

approach, the softmax layer is replaced with the traditional 

classifiers, namely-nearest neighbor classifier, support 

vector machine, and random forest classifier. Encouraging 

results were achieved on a publically available data set of 

old handwritten music symbols. 

Keywords — Convolutional Neural Networks, Handwritten 

Music Symbol Recognition, Deep Learning, Support Vector 

Machine, K-Nearest Neighbour Classifier, Random Forest 

Classifier.    

I. INTRODUCTION  
Automatic document image processing facilitates the 

understanding of the document content in layout, text, 

graphics, and other components.  In the context of graphical 

symbols, music symbol and their transcription to the midi 

format are growing areas of interest since the last few 

decades. A lot of work has been reported in the past focusing 

on offline and online recognition of music. Recognition of 

printed music symbols and online symbols got enough 

success, and some commercial products have also come into 

the market.   

Whereas handwritten music symbols recognition still 

has room for research due to various complexities such as 

variations in shape, writing styles, noise, and degradation 

caused by aging for high accuracy recognition. Recently the 

focus of research is shifted from traditional methods to deep 

learning-based trends.  

 

In this study, the performance of the deep learning-

based method for old handwritten music symbol recognition 

was investigated. Convolutional Neural Networks were 

applied in this approach while utilizing the simple and 

lightweight mobileNetV2 architecture. The experiments are 

carried out to show the efficacy of combining CNN and 

traditional classifiers such as SVM, Random Forest, and 

KNN.  

 

The remainder of the paper is presented as: In the first 

section, we have introduced the problem. Related work was 

discussed in section 2. The proposed method is discussed in 

Section 3. Section 4 is dedicated to Experiments and Results. 

Finally, concluded in section 5. 

 

 
 

Figure 1.Schematic presentation of the proposed method 

II. RELATED WORK 

In [1] music symbol recognition method is presented for 

printed music sheet recognition; basic morphological 

operations were used to locate the symbol. Template 

matching was performed to identify similar symbols based 

on correlation.  Graph-based method [2] called line 

adjacency graph (LAG) model is presented in for recognition 

of handwritten music symbols Dynamic Time Warping based 

method presented in [3] for handwritten music symbol 
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recognition.  Authors in [4] developed a method for 

handwritten music recognition; they used input image pixels 

as input to CNN for feature extraction, whereas for 

classification, they have applied BLSTM.  In [5], use neural 

networks, support vector machine, KNN, and Hidden 
Markov Models for the recognition of music scores.  Graph 

notations-based method is presented in [6] for recognition of 

music sheets with grammar and language rules.   

The CNN-based approach is presented in [7] for the 

recognition of handwritten music symbols. VGG architecture 

was used as a feature extractor, and later traditional 

classifiers such KNN, Random Forest, and SVM are also 

evaluated.  [8] The authors presented an approach for 

isolated handwritten music symbol recognition based on 

hybrid features extracted using discrete wavelet transform, 

Radon Transform, and Statistical Filters with KNN 

classifiers.  [9] The authors developed an algorithm based on 

a combination of Radon and Discrete Wavelet Transform-
based features and a KNN classifier with a tenfold cross-

validation technique for recognition of isolated handwritten 

music symbols.  The optical Music Object Recognition 

technique is given in [10] based on the deep learning method. 

The model takes an image of the music sheet as input and 

provides the symbol and notes categories. In [19], authors 

presented a method based on texture analysis named daisy 

descriptors, but because of its high dimension space, they 

have applied the feature selection method and achieved 

encouraging results. More details about music symbol 

recognition can be found in [21][22].  

From the above paragraph, it can be seen that optical music 
symbol recognition is carried out on various modalities such 

as online, printed, and handwritten with various tools and 

techniques. In this paper, the lightweight deep learning-based 

technique for old handwritten music symbol recognition is 

presented and compared with previously published research.  

III. PROPOSED METHOD  
Old handwritten music symbol recognition is a challenging 

problem due to various issues in the shape and quality of the 

symbols due to aging. For effective recognition of these 

symbols, a method based on Convolutional Neural Network 

(CNN) is presented. The method utilizes MobileNetV2 

architecture; with this, exhaustive experiments were 
performed to test its efficacy. For better understanding, the 

schematic diagram of the proposed approach is given in 

figure 1.  The summary of our method is given below: 

Step 1.  Read the input of isolated music symbols with the 

size of 124x124x3 

Step 2. Train the Convolutional Neural Network using 

MobileNetv2 architecture by using the principle of transfer 

learning.   

Step 3.  Replace the softmax layer with KNN, SVM, and RF 

and train with deep features.  

Step 4.  Compute  

Step 5. Choose the optimal model and end the process.  

A. MobileNet: MobileNet was introduced in[15,16] based on 

depthwise separable convolutions. In MobileNet single filter 

is applied to each input channel, later point-wise 

convolutions combine the outputs depth-wise by applying 

1x1 convolutions. The architecture applies separately the 
both filtering a combining layer.  The basic mobile net 

applies depth-wise convolutions with the size of 3x3. 

MobileNet takes input and projects it into a higher dimension 

into a tensor with a low dimension. The MobileNetV2 

comprises the 2D convolution layers, bottleneck layers, 1D 

convolution layers, Relu6, average pooling layer to form a 

network architecture. Setting of hyperparameters is given as 

follows: batch_size = 32, img_height = 128,img_width = 

128,seed = 123, epochs = 200. The details about architecture 

are given in Table 1 and Fig. 1.  
 

Table 1 : MobileNetV2 architecture[16] 

 
  
B. k- Nearest Neighbor Algorithm: KNN classifier is the 

most commonly used classification technique in pattern 

recognition problems due to its simplicity [14]. It is a 

supervised algorithm works on principle of majority voting 

and nearest neighbor search. Being a non-parametric 

technique, this algorithm does not make any assumption 

about the underlying data. First it stores the training data 

provided with labels of categories and when given unknown 

data point, it is going to be classified in to the category which 

is most similar to the new data.    
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Figure 2. Convolution blocks for MobileNetV2 

 

The similarity will be computed using suitable distance 

measure such Euclidean distance. In this case, there are 

seven categories represented by various old handwritten 

music symbols and  used value of K=1.  
 

Let M and N be the training and testing samples respectively 

denoting the feature vectors of music symbols. The 

Euclidean distance between M and N is defined on its 

components Mi& Ni is given below: 

 

d(M, N) = √∑ (Mi − Ni)
2n

i=1  ……. ……….. Eq.[1] 

 

3.3 Support Vector Machine (SVM): SVM  is one of the 

most popular supervised learning algorithms used in machine 

learning for classification problem. Fundamentally, this 

algorithm belongs to family of supervised learning 

algorithms and developed by Vapnik [17] based on statistical 

learning theory. SVM tries classifying the data by 

transforming it to hyperplane which provides the maximum 

margin for class separation.   

 

For the given n feature vectors denoted as xi, a hyperplane : 

 g(x) = wT. x − b …….…………………….Eq. [2] 

separates each feature vector into two class:                               

yi(wT. xi − b) ≥ 1……...……………………Eq.[3]   

for maximizing the margin of hyperplane.  In this work, a 
simple linear SVM is employed, to investigate the 

separability of the deep features. 

 

C. Random Forest Classifier: Random Forest (RF) is meta 

learning algorithm [12] used for classification as well as 

regression task. It is also called a meta estimator which fits a 

number of decision tree classifiers on subsamples, later it 
uses the averaging criteria for good accuracy and to avoid the 

over fitting. Random forest is composed of number decision 
trees and the procedure of decision trees can be realized from 

steps given below [11]:  

Step1. Let n be the training samples from dataset and 

number of features in feature vector will be denoted by Xi .  

Step2. To build the training set each time for the tree n time 

replacement is made from all n samples.  

Step3. The features will be fi <<xi for the decision at node of 
tree and each tree built in such way that it will be at its 

largest extent.  

Step4. Each tree provides a result for particular class the 

classifier chooses average result for majority for the 

classification.  

Step5. The label will be assigned based on the voting given 

by all trees.  

IV. EXPERIMENTS AND RESULTS 
A. Dataset: To evaluate our approach based on convolutional 

neural networks, publicly available Alicia Fornes dataset of 

old handwritten music symbols from [18] was used. This 

dataset comprises total 4098 music symbols out of which 
2128 are clefs and 1970 are accidentals. These symbols are 

classified into seven classes namely Accidental double 

sharp(AS), Accidental flat(AF), Accidental Natural(AN), 

Accidental sharp(AS), Clef alto(CA), Clef bass(CB) and clef 

Treble(CT). Some samples from dataset are shown below: 

 
Figure 3.  Some samples of music symbol from database  

 

B. Evaluation Protocol: Aim of presented work is to 

evaluate the performance of CNN based deep features for 

recognition of old handwritten music symbols.  To do this, 
the dataset is divided  into two parts namely training and 

testing set with size of 3684 and 410 respectively. Further , 

precision (P), recall(R), F1 score and Accuracy were 

computed as quantitative measures to evaluate the 

performance of our method and the same are defined below:  

P =
TP

TP + FP
 

  
 

R =
TP

TP + FN
 

  

 

F1 − Score =
2 ∗ (R ∗ P)

R + P
 

Accuracy =
TP + TN

TP + TN + 
FP +  FN.
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Where TP: True Positive, TN: True Negative, FP: 

False Positive, FN: False Negative.  
 

C. Results and Discussion: This work aimed to develop 

efficient algorithm to recognize old handwritten music 

symbols, to validate the performance of presented method 

sires of experiments with light weight CNN Model such 

MobileNetV2 were performed. Initially, pre-trained model 

with existing weights and setting, only last dense layer was 

modified as per the number of classes under consideration. 

Secondly, the model was trained from scratch with our 

dataset while keeping mobilenetv2 architecture as it is, and 
finally, softmax was replaced with traditional classifiers 

namely SVM, KNN and RF.  Accuracy vs. loss graphically 

explained for the training and testing procedure in Figure2 

and Figure3 for deeper understanding.  

 

In table 2. the results are shown for recognition of old 

handwritten music symbols with transfer learning and 

training from scratch using mobileNetV2, from table 1 it can 

be noted that for all classes precision,  recall and F1-measure 

are more than 97% which shows the significance of 

presented method.  Whereas when model is trained from 
scratch gives enhanced results as compared to transfer 

learning.  

 

From table 3 the performance of support vector machine for 

old handwritten music symbol recognition can be explored. 

Further experiments are also carried out in both scenarios 

such as transfer learning and training from scratch.  SVM has 

given encouraging results with precision, recall and f-

measure more than 96%. SVM performed slightly well when 

applied to the features extracted by training the CNN from 

scratch as compared to pre-trained CNN. Performance of 

KNN classifier was observed with deep features for 
handwritten music symbol recognition and presented in table 

4. The value of K=1 and distance measure as Euclidean 

distance during the experiments.  The same way as SVM 

classifier KNN have performed well, again model trained 

from scratch given high accuracy compared to pre-trained 

CNN.   

 

Overall precision, recall and  f-measure is noted as near to 

100% with KNN. Later, the random forest classifier was 

evaluated with deep features for old handwritten music 

symbol recognition and noted superior performance as 
compared to KNN and SVM; the results are shown in table 

4. Random Forest also performed smart when applied to 

CNN trained from scratch.  Precision, recall and f1-measure 

for old handwritten music symbol recognition using Random 

Forest are noted more than 98% for both the scenarios.  

 

Overall recognition accuracy using MobileNetv2 and deep 

features with SVM, KNN and, Random forest for both 

scenarios such as transfer learning and training from scratch 

is given in Table 5. When transfer learning was applied,  

Table 2. Old Handwritten Music Symbol Recognition 

Results using MobileNetV2 CNN based on Transfer 

Learning and Training from scratch 

 
Class CNN  

(Transfer Learning) 

CNN 

(Trained from scratch) 
PR RE F1 PR RE F1 

AD 1.00 1.00 1.00 1.00 1.00 1.00 

AF 0.95 1.00 0.98 1.00 1.00 1.00 

AN 1.00 0.95 0.97 1.00 0.98 0.99 

AS 1.00 1.00 1.00 1.00 1.00 1.00 

CA 0.97 0.98 0.98 1.00 1.00 1.00 

CB 1.00 1.00 1.00 1.00 1.00 1.00 

CT 0.98 0.98 0.98 0.99 1.00 0.99 

 

 

 
Figure 4. Plots of Accuracy & Loss on train and test set 

when MobileNetv2 applied for transfer learning.  

 

CNN has given the accuracy of 98.53 %, CNN+SVM given 

the accuracy of 98.78%, CNN+KNN and CNN+SVM has 

given the accuracy of 98.78%, whereas CNN+RF performed 

superiorly.  When the model trained from starch CNN has 

given the accuracy of 99.75% which highest accuracy as 

compared to all. SVM, KNN and, RF have given the 

accuracies 99.02%, 99.26% and, 99.51% respectively. 
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Table 3. Old Handwritten Music Symbol Recognition 

Results using MobileNetV2+SVM based on Transfer 

Learning and Training from scratch 
Class CNN+SVM 

( Transfer Learning) 

CNN + SVM 

(trained from scratch) 
PR RE F1 PR RE F1 

AD 1.00 1.00 1.00 1.00 1.00 1.00 

AF 0.98 1.00 0.99 0.95 1.00 0.98 

AN 1.00 0.96 0.98 0.98 0.98 0.98 

AS 1.00 1.00 1.00 1.00 1.00 1.00 

CA 0.97 0.98 0.98 0.98 1.00 0.99 

CB 1.00 1.00 1.00 1.00 1.00 1.00 

CT 0.98 0.98 0.98 1.00 0.96 0.98 

 

Table 3. Old Handwritten Music Symbol Recognition 

Results using MobileNetV2+ KNN based on Transfer 

Learning and Training from scratch 

Class CNN+KNN 

( Transfer Learning) 

CNN + KNN 

(trained from scratch) 
PR RE F1 PR RE F1 

AD 1.00 1.00 1.00 1.00 1.00 1.00 

AF 0.98 1.00 0.99 0.98 1.00 0.99 

AN 1.00 0.96 0.98 1.00 0.98 0.99 

AS 1.00 1.00 1.00 1.00 1.00 1.00 

CA 0.97 0.98 0.98 0.98 1.00 0.99 

CB 1.00 1.00 1.00 1.00 1.00 1.00 

CT 0.98 0.98 0.98 0.99 0.98 0.98 

 

Table 4. Old Handwritten Music Symbol Recognition 

Results using MobileNetV2+ Random Forest classifier 

based on Transfer Learning and Training from scratch. 
Class CNN+KNN 

( Transfer Learning) 

CNN + KNN 

(trained from scratch) 
PR RE F1 PR RE F1 

AD 1.00 1.00 1.00 1.00 1.00 1.00 

AF 0.98 1.00 0.99 1.00 1.00 1.00 

AN 1.00 0.96 0.98 1.00 0.98 0.99 

AS 1.00 1.00 1.00 1.00 1.00 1.00 

CA 0.98 0.98 0.98 0.98 1.00 0.99 

CB 1.00 1.00 1.00 1.00 1.00 1.00 

CT 0.98 0.99 0.98 0.99 0.99 0.99 

 

Table 5. Overall recognition accuracy in % of Old 

handwritten music symbols given by our method  

Classifier Transfer 

Learning 
Trained from 

scratch 

CNN(MobileNetV2) 98.53 99.75 

CNN+SVM 98.78 99.02 

CNN+KNN 98.78 99.26 

CNN+RF 99.02 99.51 

 

 
Figure 5: Plots of Accuracy & Loss on train and test set 

when MobileNetv2 trained from scratch  

 
Figure 6: Graph showing comparison of various 

classification methods and CNN training scenarios for 

handwritten music symbol recognition. 
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Figure 7. The line graph showing difference between the 

accuracies for handwritten music symbol recognition 

using transfer learning and training from scratch. 

 

From the figure 4, one can  observe that all classifiers have 
performed well with slight increase in accuracy for music 

symbol recognition.  From figure 5 it can be noted that the 

CNN with mobilenetv2 architecture performed well as 

compared to the pre-trained model.  Hence, from these 

experimental results, it can be learned that training from 

scratch though time-consuming but provides good results, 

and replacement of softmax layer with a traditional classifier 

such as Random Forest can enhance the results slightly.  

 

Comparison of proposed method with previously published 

results in table 6 on the same dataset.  In[3] authors presented 

projection profile-based features with dynamic time warping 
they achieved 95.81% of accuracy whereas our method has 

given 4% enhance results. Chain code histograms [20] given 

the accuracy of 98.05% whereas they suffer from noise and 

dependent on direction for computation.  In[19] authors got 

99.48 % of accuracy but it requires feature selection as an 

extra step due to high dimensionality of daisy descriptors. 

Out method given highest accuracy i.e.99.56% with CNN 

(mobileNetv2)+ Random  Forest. In addition to this, our 

method does not require any sophisticated preprocessing or 

feature selection. It can be easily extended to printed as well 

as handwritten symbols with little modification such as 
hyperparameter tuning during the training procedure. 

 

Table 6. Comparison with previous work 

Authors  Method  Accuracy  

Fornés, A et al. 

[3] 

Projection 

Profile with 

Dynamic Time 

Warping  

95.81% 

Sukapla Chanda 

et al.[20] 

Chain code 

Histogram with 

Modified 

Quadratic 

Classifier  

98.05% 

Malkar S et al. Daisy 99.49% 

[19] Descriptors with 

Grey Wolf 

Optimization 

Proposed 

Method  

MobileNetV2 

with  Random 

Forest 

99.56% 

 

V. CONCLUSION 
In this paper, the performance of MobileNetv2 for 

recognition of old handwritten music symbols was 

investigated.  The in depth study of pre-trained as well as 

training from scratch  was observed  and noted that training 

from scratch gives the higher accuracy as compared to pre-

train model. In addition to this,  it is also observed that the 

performance of deep features with traditional classifiers for 

handwritten music symbol recognition was superior and 

understood that, performance of recognition is enhanced 

when Random forest is considered instead of softmax. Our 

method has outperformed as compared to existing methods 

on the same dataset and given accuracy of 99.58% .  
 

In future, comparative study will be perfoemed  with the 

various CNN models[23,24] for recognition of handwritten 

music symbols.  
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