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Abstract - Majorities of image processing algorithms are 

two-dimensional (2D) and localized by their very nature. As 

a result, the 2D convolution function has significant 

implications for the requirements involving image 

processing. 2D Convolution and MAC design is the process 

used to do a variety of image analysis tasks, including 

picture blurring, softening, feature extraction, and image 

classification. The major purpose of this study is to create a 

more efficient MAC control block-based architecture for 2D 

convolution. This 2D algorithm can be implemented in 
hardware with a smaller number of modules, multipliers, 

adders, and control blocks, resulting in substantial 

hardware savings and reduced LUTs. Simulations were 

carried out in Verilog and developed and tested using Xilinx 

Vertex family Field Programmable Gate Arrays (FPGA) 

technology. In comparison to the conventional 2D 

convolution implementation, the recommended 2D 

convolution architectural technique is substantially faster 

and requires much fewer hardware resources.  

Keywords — Xilinx Vertex, 2D convolution, MAC, Image 

processing FPGA, Image enhancement, vertex, and 
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I. INTRODUCTION  
In the industry, FPGA is commonly utilized for testing. And 

also has a wide range of applications such as DSP 
applications, medical field [1], and close observation like 

surveillance. Three key applications drive the development 

of digital image processing technology. The very first 

function was to promote the better interpretation of input 

images. As a result, every image that intends to improve the 

quality of the image is implying that the picture wishes to 

improve the characteristics of the input image. As a result of 

which the image will have a better appearance than the 

original. The autonomous machine is the second key use of 

digital image processing technology. The efficient storage 

and transmission of data is the third use. If the image is 

stored on a computer, It will necessitate the storing of a 

specific amount of data. In order to limit the quantity of data 

space necessary to save the photographs otherwise, 

additional memory will be required to store the photos. Two-

dimensional (2D) convolution is used in image and video 

processing applications to cover a broad area. Picture 

smoothing, image sharpening, and edge detection all require 

the use of the 2D convolution block in digital image 

processing. [2] 

MAC design is among the most important operations (Like 
Edge Detection) [3,4] in image processing applications and 

algorithms. It could work with various values of kernel-based 

on user requirement and constraints, allowing for different 

voice, image processing applications, respectively. 

Convolution and MAC design is an image retrieval approach 

extensively employed in image analysis. And recursive sum 

value, as well as for biomedical devices[5]. As a result, the 

optimal trade-off between area (reduced LUTs), speed, and 

specific strength is desired. On the Xilinx Vertex FPGA [6] 

platform, a 2D convolution framework is proposed to be 

implemented. When developing image processing techniques 

with memory components [7], it is crucial for embedded 
systems to even have low power consumption and high 

throughput[8]. There are various steps to the implementation 

process[9]. The target platform is the Vertex FPGA and 

higher versions. Every pixel value, such as hue, brightness, 

and so on, has its own meaning[10]. Data is kept in a matrix 

format. The first step in acquiring a picture out of any input 

is to transcribe that into image pixels & store it inside this 

matrix. MAC operations(viz, reconstruction and 

regression)[11] on those matrices are then executed using a 

kernel selected by the user. 

The remainder of this work is arranged in the following 
manner. The design methodology for the convolution 

operator is introduced in Section 2. The proposed 

architecture and hardware implementation for MAC design 

as convolution operator are discussed in Section 3. Section 4 

of this paper explains the Computational results; the 
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simulation data is discussed in Section 5, tracking systems 

and performance evaluation parameters are discussed in 

Section 6, and the article's conclusion is discussed in Section 

7.  

II. DESIGN METHODOLOGY 

Image processing is useful in a wide range of 

situations[12,13]. For particular, whenever an image is sent 

or acquired or when an image is compressed, noise signals 

are easily injected into the original image. As a result, 

reducing the disturbances in the original image necessitates 

an additional step[14]. The technique[15,16] of image filters 

is critical in digital image processing. A kernel, which is a 

tiny array applied to each neighboring pixel in the image, can 
be used to define a filter. The kernels centric are usually 

aligned with the current pixel throughout many applications. 

The final image is obtained by convolving an image with the 

kernel. Kernel matrices play a significant part in the 

convolution idea; different kernel matrices produce distinct 

image resultants. Blurring, smoothing, contrast enhancement, 

and other operations based on convolution can all be 

accomplished depending upon on kernel matrices selected 

[17,18]. 

 
 

 

Fig 1: matrices of the image and the kernel are convolved. 

 
The image pixel principle stating I(x, y), the kernel 

convolution measure shows K(x, y), and the convolution 

resulting for the frame O(x, y). The convolution technique is 

depicted in Image kernel matrices are regarded 3*3 in Figure 

1, as well as image convolution. The resultant matrices 

convolution is provided by 4*4 matrices. The resultant of the 

convolution output values[20] is substituted for the pixels' 

original values, and the resultant array's portions, which are 

the same size as the kernel, were ultimately averaged. The 

process will be repeated, with the convolution of the 

generated values replacing the entire picture in the matrices, 
pixel values. The convolution pixel value resultant should be 

0 whenever the kernel pixel value is outside the matrix. The 

block is fed with the core pixel values to be analyzed, as well 

as its neighboring pixels. 

Figure 1 depicts the convolution of the picture with kernel 

matrices, where the picture represents 4x4 matrices, the 

kernel matrices represent 3x3, and the final picture represents 

4x4. The convolution process should be conducted as shown 
in the equation. 

The recursive multiplication and addition operators derive all 

of the outputs of convolve data. Get the Output convolution 

resultant (O1 to O16) values based on this. The technique is 

repeated, other values are discovered. When performing the 

convolution operation, the mean multiplication and additions 

rise, implying that the propagation latency increases as well. 

As a result, create an efficient architecture for 2D 

convolution. 

III. 2D Convolution architecture and MAC hardware 

Implementation Design 

Multiplication and summation will be performed by the 

model, which is necessary for image processing applications. 

Essentially, this approach obtains the pixels and kernel 

values, then activates the multiplier pixels with the kernel 

and adds them together. 

Different kernels, such as identification, edge detection, 

sharpen, box blur, Gaussian blur 3x3, and so on, must be 

chosen based on user preferences. 

Blur = 1/9 [1,1,1 : 1,1,1 : 1,1,1]  
I.e., each pixel is multiplied by a factor of one. We totaled all 

of a pixel's eight neighbors and divided the result by nine. 

Alternatively, you might use a smoothing effect or the 

average of one pixel. Box blur is used as a case study for our 

MAC hardware implementation. 

 

 

Fig 2: implementation of MAC hardware in MatLab 

 

In FPGA, the same mechanism is used. Assuming row-by-

row data from the preprocessing unit [REF]. For MAC 

operation, 24 bits per row and a total of three rows of data 

are regarded as input pixels data. Finally, 72-bit pixel data is 
handled as system data at each clock cycle. 

 

Fig 3: External view of the 2D MAC Implementation 

Design 

An image kernel is a tiny matrix that can be used to perform 

effects like blurring, sharpening, outlining, and embossing, 

similar to those seen in Photoshop. They're also employed in 

MAC 

design 
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a process called 'feature extraction,' which determines the 

essential parts of an image. In this context, the process is 

referred to as "convolution" in a broader sense.  

To begin, a nine-element kernel is chosen, with each value 

having an 8-bit wide representation at most. To fit this into 
memory, a two-dimensional array is created using the 

following declaration. 

 

Fig 4: 2D array declaration for kernel 

 

This begins the process of assigning or writing the nine 

values to kernel memory. Because all of the elements in our 

case study have the same value, we can use a recursive 

technique to assign a common value to all of the positions in 

the 2D array of memory. Considering this as task 1 of the 

pipeline stage in the proposed design  

 

Always@ (posedge (clk)) 

For (i=0;i<9;i=i+1) 

Begin 

Kernel[i] =1; 
End  

Fig 5: 2D array declaration for the kernel with values 

assigned as a case study of “blur” kernel 9 values. 

 

The very next activity is multiplication (task 2 of pipeline 

stage un suggested architecture), which entails retrieving all 

nine values from a 2D array memory and multiplying them 

with the incoming pixel data. Tasks 1 and 2 are seen to be 

multitasking and executed in pipeline mode. 

 

Always@ (posedge (clk)) 

for (i=0;i<9;i=i+1) 

Begin 

Multiplied_data<= Kernel[i]* input pixel data [i*+:8]; 

End  

Fig 6: multiplication operation as a case study of “blur” 

kernel 9 values 

 

To generate the output convolved resulting pixels, the next 

operation is an addition (add them all together). 

 

Always@ (posedge (clk)) 

for (i=0;i<9;i=i+1) 

Begin 

sum_data<= sum_data+multiplied_data[i]; 

End 

Fig 7: addition operation as a case study of “blur” kernel 

9 values 

 

The matrix is divided with a value of [1/9] at the final stage 

of MAC design, which is indicated in figure 8 

Always@ (posedge (clk)) 

Begin 

Convolved_output<= Sum_data/9; 

End  

Fig 8: division operation as a case study of “blur” kernel 9 

values. 

IV. PERFORMANCE EVALUATION AND 

ARCHITECTURE ASSESSMENT 

 

 
Fig 9: RTL schematic 

 

The RTL schematic, which is the transformation of an HDL 

description together into a formally digital circuit schematic, 

or in plain terms, a netlist, is shown in Figure 9. 

 
Fig 10: Technologic Schematic analysis in terms of LUT’s 
 
Figure 10 shows a Look-Up Table-based technological 

schematic; it is a representation of a netlist superimposed 

over the structural properties of a specific device (Vertex 

board).  

Reg [7:0] kernel [8:0] 
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Fig 11: detailed RTL component information 

 

Figure 11 depicts the comprehensive components of a report 

that were used in the synthesis. 

 

 
Fig 12: report on the use of space components inside 

target device 

 

The area utilization report in terms of inside structural 

components like logic, registers, and mux which is shown in 

Figure 12. The primary finding is that selecting the vertex as 

a target consumes less than 1% of the total available resource 
on the target device. 

 

 
Fig 13: Report on Energy Consumption 

 

The power consumption of the capacity in the targeted 

system is depicted in Figure 13. 

 
Fig 14: report on on-chip power 

 

Figure 14 shows the complete on-chip power data on 

dynamic and static power dissipation. The essential point to 

note is that the power slot is split into two categories: 

dynamic and static. Where the dynamic power consumption 

is 16.24W (94%), and the static power consumption is 

1.041W (which is 6 percent). Signals and logic are 

responsible for the device's dynamic power usage. I/O and 

RAM are blocked. 

 

V. POST IMPLEMENTATION REPORT 

 

Fig 15: Report on the Synthesis for the target device 

 

Multiple test cases are produced by using test bench, 

validated, and used the vivado tool, then hardware synthesis 

is triggered for various testing vectors by using test bench 

application, and also the architecture is generated and used in 
the verilog building design. For comparison purposes, a few 

characteristics such as power, area, and efficiency can be 

extracted from those in the synthesis results. 

 
Fig 16: Report on the Results of the Implementation 

 

The reporting system for synthesis and execution is shown in 

Figures 15 and 16. In terms of the number of LUTs utilized 

for the algorithms, the reconfigurable internal components 

are employed in 39 instances; for synchronization mostly 

with an external clock, yet another flip-flop is used. 
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VI. CONCLUSIONS 
The subject of this research report is the hardware 

implementation of MAC design with convolution operator in 

Verilog Platform. The proposed hardware design is 

represented in Verilog and synthesized on an FPGA device 
with the target device as a vertex and higher versions of 

SOC. When compared to conventional architecture, critical 

path time is lowered more in this device, and it also uses 

fewer slices. The propagation delay was determined to be 

5.030 ns for a picture of an order of 16*16 resolutions. When 

the image resolution is 720*480 or 600*560, the delay will 

be longer. The convolution values, as a result, are stored in 

memory when the convolution procedure is completed. This 

paper is primarily about a conceptual schema for the MAC 

implementation with a convolution operator is proposed. 

With only a few mux, ALU blocks for multiplication, 

addition, division, and control logic blocks for the generation 
of control signals in each stage of the pipeline stage, it is a 

basic and efficient hardware implementation with pipeline 

techniques for the reconfigurable platform and helps in 

reducing the critical path delay 
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