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Abstract - Reducing the dimensionality of HIS [1] is still a 
hot topic and a challenge to be won. Numerous studies 

have been devoted to this objective, using different 

strategies to find an efficient and rapid method. The 

effectiveness of an approach in this area refers to the 

ability to optimize the number of bands without loss of 

information and to improve classification performance. 

Well-known methods treat spatial and spectral image 

characteristics separately. However, the combined 

treatment of these characteristics turned out to be another 

aspect to be highlighted [2]. In this article, a new 

reduction method is proposed, which is based on the fusion 
of the spatial-spectral characteristics. Specifically, it 

allowed the extraction of the spatial-spectral 

characteristic for all pixels. Then a measurement of the 

similarity of the spectral signatures is performed by the 

external spectral correlation to discern the unwanted 

bands. Then, discriminant analysis of the set selected from 

the first step is established by calculating the variance. 

After the descending ordering of the values of the variance 

of the spectral signatures of each pixel relative to the 

reference signature of each class, an adjustable selection 

percentage is used to count the repetition rate of the top 
brands in all classes to promote extraction performance 

while controlling the redundancy penalty. This method 

made it possible to reproduce a thematic map closer to the 

ground truth of Pavia. The experimental results obtained 

by SVM-RBF demonstrate the efficiency of the proposed 

method, whereby the total number of bands has been 

reduced from 103 to 35 with OA greater than 93% 

 

Keywords - Reduction of dimensionality, Extraction 

method, Correlation, Variance, Spectral Signature, 

classification, RBF-SVM. 

I. INTRODUCTION 

With the development of spectroscopes [3], the sensors 

became able to capture a new image known as a 

hyperspectral image. It has become an indispensable tool 

in human life. Thanks to its high resolution and its large 

number of spectral bands that have distinguished it. The 

hyperspectral image (IHS) can capture hundreds of bands 

that are strongly correlated with narrow spaced apart. This 
immense number of bands forms an image stack that 

discriminates between objects with subtle spectral 

divergence. It was able to overwhelm almost all areas, 

namely urban [4][6], soil [5], agriculture, medical [6], 

forest [7], etc.  

However, its colossal number of brands 

represents a double-edged sword in front of its good 

exploitation, according to different measures (storage, 

compression, pre-treatment, treatment, classification...). 

This stack is made up of informative and redundant, and 

non-informative (noisy) bands, which make it process a 
difficult task. This acts directly on computational 

complexity and classification efficiency. Where a large 

number of labeled samples disrupts inductive algorithm 

learning and causes "dimensionality curse" [8] 

misclassification, so it seems reasonable to reduce its 

dimensionality in such ways as preserving information 

bands and discriminating complementary and unnecessary 

redundancy in order to get rid of it and eliminate noise [9]. 

In the same context, several reduction methods have been 

proposed in the literature, which can be categorized 

according to two strategies, either by selection or by 
extraction. 

These are generally done using three basic approaches 

(filter [10], wrapper [11] [12] [13] Embedded [14]). For 

the same objective, that serves to reduce the 

dimensionality of HIS. A new filter approach is introduced, 

which performs the extraction[15] [16] of the relevant 

bands and the discrimination between the redundancies 

while eliminating the other unnecessary bands. This article 

will be structured as follows: the following section is 

devoted to giving the definitions relating to the proposed 

method, as well as the set of data used. The third section 

details the suggested methodology. Section 4 describes the 
study area and the used tools giving the used classifier and 

the user data. The results obtained and their analysis will 

be presented in section 5. Finally, the conclusion is drawn 

in Section 6. 

 

https://ijettjournal.org/archive/ijett-v70i1p221
https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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II. INFORMATION RELATING TO THE CONTEXT 

The Hyperspectral Image (HSI) is presented as a three-

dimensional cube made up of 2D (XY) spatial information 

and other 1D (λ) spectral. The symbols (X, λ, Y) 

respectively specify the spatial height, the number of 

spectral bands, and the spatial width of the hypercube [17]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. Hyperspectral image acquisition; the 

spectral signature of each pixel of class 9; the 

reference signature of class 9(shadows). 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

Fig 2 . Class 9 (Shadow) display in Pavia ground 

truth 

The IHS consists of a number of N bands, can be 

represented as a matrix  NX xy , . 

Each pixel vector is denoted xyX  (x = i 1, 2…, n), and (y 

= i 1, 2… m), where n denotes the number of pixels in the 

spatial dimension of the image. Each pixel xyX  belongs 

to a class (k = 1, 2…, C), with C being the number of 

classes and N the number of bands used [18] [19]. The 

initial form of this image is said to be relatively 

unintelligible. In addition, the reduction of the 

dimensionality of IHS is an essential step; it roughly 
allows: 

- Ensure a good visualization and representation in order to 

understand and explore data provided by this hyperspectral 

image. 

- Facilitate the analysis in order to identify and extract the 

relevant information. 

- Guarantee the correct classification. 

- Map the image in a plane lower than the original. 

 

This reduction can be done according to two methods 

already named: the extraction [20] of attributes that require 
the transformation or the projection of the original data to 

a new reduced subspace. Usually, this transformation 

tarnishes the original shape of the data, resulting in the loss 

of the original information. On the other hand, there is the 

attribute selection method [21], which makes it possible to 

distinguish the relevant attributes without making any 

transformations. 

Alongside these methods, there is also another way to 

solve the problem of the hyperspectral image. According 

to the literature, many approaches have been adopted for 

the same goal, taking into account the two pieces of 
information provided by this image (spatial and spectral) 

[22]. As already known, each object or material has its 

spectral response (fingerprint) [23] that distinguishes it. 

This signature contains multiple pixels that are spatially 

strongly correlated and spectrally closely contiguous. 

However, exploring these two pieces of information in a 

reduction method is effective. Instead, there are 

approaches that merge information (spectral, spatial) that 

fall into three categories: feature-level fusion [24], 

decision-level fusion [25] [26], and regularization-based 

fusion [27]. 

For the first category (feature-level fusion), this 
method first makes it possible to independently extract the 

spectral and spatial features. At the level of a single vector, 

the extracted features are concatenated, then the 

construction of multiple Kernel functions according to its 

suitable characteristics. This technique was used for the 

determination of morphology profiles by [28]. On the other 

hand, the concatenation of these data requires a large space 

that can contain noisy or redundant data, which will lead to 

an over-adjustment and to the deterioration of the 

performance of the classification. As a general summary, it 

should be stated that this fusion is relatively difficult to 
achieve in practice since it cannot be controlled by precise 

methods of extraction and concatenation. This diversity 

leads to feature incompatibility, and even the 
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correspondence between different feature spaces may be 

unknown. Second category (decision-level fusion) results 

are obtained from spatial and spectral information, 

respectively [29]. This method is effective if the image has 

a large spatial structure. However, this technique requires 
good image segmentation [30], as the results rely heavily 

on the high accuracy of the primitive segmentation results, 

which is a difficult task for hyperspectral images. The last 

category (merging based on regularization) usually relies 

on a regularizer that represents the spatial information in 

the original objective function. 

The hyperspectral image consists of several classes. 

Each class is defined by labeled pixels taken from 

hundreds of spectral bands ranging from the visible to the 

infrared electromagnetic spectrum. In general, the spectral 

signature of each pixel can be directly used as a 

classification characteristic [31]. However, the unique 
exploitation of these spectral characteristics provided by 

the immense quantity of the pixels fiercely correlated at 

the spectral level is often insufficient for a good 

classification. Thus, spatial contextual information is also 

useful for classification [32] [33]. 

In this regard, we will focus in this article on the 

decision-level fusion method. This work proposes a new 

method of extracting unnecessary bands while being based 

on the fusion of spectral-spatial characteristics. Eventually, 

most of the supported methods are based on the vector 

representation of the features in an independent way, 
which results in an undeniable loss of the inherent 

connection between them. To overcome this type of issue, 

the introduced method is based on reverse engineering 

applying an extraction of spectral and spatial information 

from the ground truth while calculating two scores: inter-

correlation by the Pearson correlation coefficient [34] and 

the variance according to the SBS principle (Sequential 

Backward selection) which is used to eliminate unwanted 

bands from the candidate set in order to extract only the 

relevant bands [35]. 

A. Pearson coefficient (correlation): 

The correlation coefficient makes it possible to have a 

synthetic measure of the intensity of the linear dependence 

relation between two variables while determining their 
direction if this relation is monotonic. In the case of 

hyperspectral images, it is calculated according to two 

types: inter-bands, which designates the measure of the 

correlation at the spatial level (the variables are bands). 

Also, find intra bands that are calculated at the spectral 

level where the variables will be classes, pixels in a band. 

In this work, the correlation adopted is spectral. It 

determines the unwanted bands from the spectral response 

of each pixel of each class for all bands. The formula 

below presents the Pearson coefficient, which has as the 

numerator the covariance of two variables and as the 

denominator the product of their standard deviations 
(respectively) [36] [37]. 
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The value of this coefficient is often bounded by two 

values [-1 and 1]. A represents the signature carried by a 

candidate pixel, and B is the reference signature of the 

candidate class. To tighten the precision of the selection of 

the bands, a threshold has been set to be exceeded. 

B. The variance measure: 

It makes it possible to measure the dispersion of a 

probability distribution, some samples, values. It is 

expressed in several forms, namely the mean of the 

squares of the deviations from the mean, the difference 

between the mean of the squares of the values of the 

variable, and the square of the mean. The variance is 

always positive and only vanishes if the values are all 

equal. Its square root defines the standard deviation σ, 
hence the notation [38] [39]. 
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Where n is the number of the element and x  the mean of 

an element ix . 

C. The homogeneity of GLCM  

From the gray level co-occurrence matrix, we can extract 
several parameters like energy, contrast, correlation, 

homogeneity, and others. These parameters help to do the 

textural analysis. In this case, we introduce that the 

homogeneity, which is a statistical measure also for the 

comparison, is logical and which has other aspects. This 

parameter makes it possible to quantify the proximity of 

the distribution to the diagonal elements of the GLCM 

matrix [40]. Pixels are considered similar if they have 

large homogeneity values. It is calculated as follows: 
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With ijP  is the Element i and j of the symmetric GLCM 

matrix [41]. 

III. PROPOSED METHODOLOGY 

As well as detail said image consists of the hundreds of 
bands that cover different objects of the target scene 

presented by a set of classes. The number of classes is 

often negligible compared to the number of pixels. This 

inequality makes the selection of bands difficult. In 

particular, the acquisition of IHS takes place in closely 

spaced and strongly correlated bands, which explains the 

existence of redundant bands and others affected by noise. 

However, the proposed method is a supervised method that 

adopts the concept of reverse engineering. It eliminates 

irrelevant bands and reduces redundant bands, and extracts 

relevant bands. This approach typically builds on the 

principle of SBS selection for an extraction strategy that 
relies on merging spatial and spectral features while 

measuring two scores (correlation, variance) for reduction. 

All the bands retained will be evaluated by classifying the 

SVM-RBF [42] [43] as a primary classifier and the KNN 

[44] [45] as a secondary classifier in order to confirm the 

trend of the results obtained [15]. To also check the 
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credibility of this approach, we replaced the correlation 

with another measure that affects the texture of the image 

of the homogeneity extracted from the GLCM matrix, 

namely that the proposed method is extrinsic hence this 

method. Otherwise, we are acting on the appearance of the 
spectral characteristics and not on their contents. The 

algorithm process introduced will be presented below. 

A. The rationale for the choice of correlation 

The choice of this correlation coefficient is made by a 

distinction. According to work [], we had as a synthesis 

that the band correlated either directly or inversely with the 

ground truth means that it is informative said to be relevant. 

In order to properly control the redundancy, a correlation 

threshold = 0.9 has been fixed, chosen empirically. The 
figure below plots the correlation and mutual information 

of each band with the ground truth. From Figure 2, it can 

be seen that band 25 is closer to the ground truth and 

which has an important value in both measures correlation 

and mutual information. In addition, we also identify the 

last band, 97, which is not practically similar to the ground 

truth since the correlation is equal to 0 even though it has a 

large amount of information, so for an image to be relevant, 

it must maximize both measures. Even this is not the focal 

point in this study. This study focuses on the form and not 

the content of the image. 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Fig 3. The image of mentioned bands. The curve 

of correlation of bands with the ground truth (Gt) 

and the mutuelle information with (GT). 

 

B. The algorithm process 

The algorithm process of the proposed method can be 
formulated as follows: 

 
 The declaration of the input variables: 

 All the initial data: F. 

 The bands: B. 

 The ground truth: C. 

 Percentage of the selection. 
 S: all the bands to select; 

 SS: All the bands to be eliminated; 

 Algorithm initialization: first stage. 

 Th The correlation threshold for the redundancy 

check: 0.9; 

 SS set of bands to be eliminated; 

 S  set of bands to be selected; 

 Segmentation of the bands in class according to the 

ground truth; 

  Extraction of the pixels ( ijP ) of each class iC ; 

 Extraction of the reference signature ( rS ) of each 

class; 

 Second stage: selection of the relevant bands 

 The computing of the correlation coefficient ( Corr ) 

of each pixel ijP with the reference signature rS  of 

the concerned class iC . 

 A gourmet selection of relevance: 

• Repeat this step for all classes. 

• Checking the condition 0.9)S,Corr(P ri  . 

• Extract the relevant bands pB  that validate the 

condition. 

• Elimination of irrelevant bands rB , which does 

not validate the condition. 

• Reset F ← F \ { pB }, define S ← { pB }, define 

SS ← { rB }. 

 Elimination of non-informative bands: 

• Calculates the variance between the signature of 

each pixel that does not validate the condition with 

the signature reference (). 

• Rank the variances in descending order. 

• Extraction of unwanted tops 5 bands from the 

signature, which have a high variance with the (). 

• Count the number of repetitions of these unwanted 

bands in all classes. 
• Verification of a selection condition: are the 

unwanted bands that repeat in all classes and that 

exceed an adjustable selection percentage saP . 

• Bands that exceed saP  will be eliminated. 

• Reset F ← F \ { rB } define S ← {S, F}. 

-  FSS , ; 

- End of process. 

 The classification process starts for the retained 

bands S with the SVM-RBF classifier. 
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IV. STUDY AREA AND USED TOOLS 

A. The used classifier (SVM-RBF/ KNN). 

According to a comparative study on the efficiency of 

classifieds in the classification of hyperspectral images, the 

SVM-RBF was always in the lead. Whatever the nature of 

the image, it was able to reach important values with 

minimum training samples. To evaluate and validate the 

results of this original approach, we adopted the SVM-

RBF as the main classifier and the KNN as the secondary 

classifier. 

The principle of operation of the SVM learning machine is 

based on the construction of optimal hyperplanes between 

classes by specifying the adequate margin of separation 

between the classes. Besides the kernels, the latter is also 
characterized by other parameters such as gamma, C, the 

training data, and the test data, which have been fixed at 

"scale, 512, 50% of the labeled classes are reserved 

randomly, 50 %" respectively. 

In addition, another classifier has been added to 

definitively judge the results obtained. The KNN, which is 

a fast induction algorithm, is easy to master and cannot be 

configured. It is often used for supervised classification. It 

is determined by the number of neighbors, a fixed K, in 

this case, K = 5. Its operating principle is based on the 

determination of the distances between the reference 
entities illustrated by vectors and the classified entities. 

These learning machines quantify the 

performance of precision by several metrics: Kappa 

coefficient (KA), overall precision (OA), average precision 

(AA), and others that have not been calculated [46]. 

 

• The Kappa coefficient (KA) qualifies the thematic map 

obtained after classification with the ground truth. 

• 

The overall precision remains a probability expressed as a 

percentage. It defines the correctness of the class mapping 

proportion. It is calculated by the sum of the predictions of

 the inductive algorithm (true positives and false positives, 

divided over all the samples tested). 

• Average Precision (AA) shows the average value of the 

exact classification for all classes. 

B. Tools and dataset 

The algorithm used is programmed by the more popular 

MATLAB 2020a scientific programming language. This 

scripting language is often used for manipulating matrices, 

plotting curves, implementing algorithms on various fields, 

namely image processing. This algorithm was run on a 

MacBook Pro computer with a quad-core processor and 

Intel Iris Plus Graphics 655 1536 MB graphics processor, 

its macOS operating system with 8 GB of RAM. 

This experiment was done on the ROSIS Pavia image. 
Pavia is acquired by the ROSIS-03 (Reflective Optics 

Imaging Spectrometer) sensor in active mode applying the 

"Pushbroom" technique. Pavia covers an urban side of the 

engineering school of the University of Pavia in Italy. It 

usually consists of 115 bands taken from the spectral range 

[0.43 to 0.86 µm]. After preprocessing and removing 12 

bands affected by atmospheric noise, the final IHS Pavia 

contains only 103 bands of 610 × 340. The sum of the 

tagged pixels represents 20% of the total pixel count. 

42776 pixels are labeled from 1 to 9 classes of provided 

ground truth [47].  
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Fig 4  The Color composite of the labeled classes 

for the ground truth of Pavia and the real image 

of Pavia 

V. RESULTS AND THEIR ANALYSIS 

This section is devoted to the presentation of the obtained 

results with two classifiers for the only used hyperspectral 

image Pavia. Furthermore, it is also dedicated to discussing 

the results with the aim of extracting the final synthesis. 

A. Results 

Table 1 shows the results of extraction of the different 

subsets according to the proposed method, which is based 

on the correlation. According to the results obtained 

according to a different percentage of selection, one notes 

the effectiveness of the reduction of this algorithm by large 

values of the OA metric. 
Nbr of Sb: Number of selected bands 

% of Sb: Percentage of selection 

 

Table 1. The classification rate uses two classifiers for 

the proposed method, “Correlation Ratio.” 

Nbr  

of Sb 
25 35 50 59 71 78 89 

%  of 

Sb 
35% 

30

% 

25

% 

20

% 

15

% 

10

% 
5% 

SVM-RBF 

OA 

(%) 

93.5

5 

93.9

1 

94.1

5 

94.2

6 

94.7

0 

95.0

2 

95.3

3 

AA 

(%) 

91.4

3 

91.4

9 

91.9

0 

92.1

2 

92.7

6 

92.9

5 

93.2

5 

Ka 

(%) 

91.4

2 

91.3

8 

92.2

3 

92.3

7 

92.9

5 

93.3

9 

93.7

9 

KNN- K=5 

OA 

(%) 

91.4

2 

91.7

8 

92.2

3 

92.3

7 

92.9

5 

93.3

9 

93.7

9 

AA 

(%) 

89.6

5 

90.0

8 

89.8

9 

90.2

0 

90.8

4 

91.0

6 

91.6

5 

Ka 

(%) 

87.0

4 

87.8

6 

87.5

7 

87.9

2 

88.6

7 

88.8

6 

89.3

9 
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Table 2 also shows the results of extraction of the different 

subsets of bands according to the proposed method of 

comparison, which is based on one of the parameters 

extracted from the GLCM matrix that is the Homogeneity. 

According to the results obtained according to a different 
percentage of selection, we find that this method is fewer 

notes the efficient than the proposed.  

 

Table 2. The classification rate using two classifiers for the 

proposed method “Homogeneity.” 

Nbr of 

Sb 
25 35 50 59 71 78 89 

%  of 

Sb 
35% 30% 25% 20% 15% 10% 5% 

SVM-RBF 

OA 

(%) 
91.27 91.44 91.49 92.02 92.26 92.52 92.77 

AA 

(%) 
89.71 89.88 89.98 90.17 90.90 91.09 91.03 

Ka 

(%) 
88.75 88.91 89.43 89.78 89.93 90.41 90.31 

KNN- K=5 

OA 

(%) 
88.63 88.70 88.81 89.34 89.62 89.73 89.45 

AA 

(%) 
86.11 86.23 86.76 86.98 87.01 87.14 87.41 

Ka(%) 84.02 84.33 84.32 85.19 85.32 85.79 85.72 

B. Analysis of results 

As an analysis of the results shown in Tables (1 and 2), we 

can see that the OA values obtained by the SVM are always 

higher compared to those obtained by the KNN. This 

affirms the relevance of the choice of the SVM for the 

classification in this case, and even for the reduction of the 

IHS in case of application of another method that requires 

the participation of the classifiers in the operations of the 

selection or extraction. 

It can also be noted that the results obtained by the 
proposed method, which are based on the correlation with 

substantial performance. She was able to keep her progress, 

even during the algorithm relief. In other words, when the 

selection percentage was reduced, the number of bands 

increased, but this did not affect the performance of the 

precision; on the contrary, it contributed to the progression 

of the OA, which was able to achieve more than 95%. This 

comes down to the presence of the relevant redundancy that 

we call the complementary redundant, which has a positive 

role on the classifier. 

To increase the ranking rate, we have allowed some 
redundancy using negative thresholds. 

On the other hand, the method of comparison introduced, 

which is based on has the same structure and which 

measures the homogeneity, was able to overcome the 

dimension curse, yet their performances are lower than 

those obtained by the proposed method. This measure is 

said to have a weakness in redundancy discrimination. 

Finally, as a general synthesis, these simulations show that 

the two measurements are effective for this method, which 

makes it possible to extract the relevant bands and 

eliminate the unwanted bands, except that the correlation 

has a remarkable privilege in front of the homogeneity, 

which consists in discerning and controlling the subsidiary 

redundancy. Taking the case where the tolerance of the 

redundant and remarkable 78 bands, the proposed method 

exceeded 95% for the OA and AA> 92% and ka> 93 with 
the SVM classifier. In addition, the results obtained by the 

KNN classifier, the proposed method reach more than 93% 

for the OA and AA> 91 and ka> 88. Nevertheless, the 

comparison method for the same number of bands could 

not reach 93 for the OA; hence the other metrics equal to 

AA = 91.09; ka = 90.42 with SVM. The KNN was not 

better either from SVM. The values of the metrics are 

89.73; 87.14; 85.79. 

VI. CONCLUSION 

This work proposes an original extraction approach 

based on reverse engineering. It has demonstrated its 

effectiveness with excellent performance. This method 

applies the SBS technique for Pavia hyperspectral image 

reduction. According to the observed experimental results 

and the curves which trace the pace of the progression of 

the overall precision of the above classification, it is 

claimed that this approach was able to overcome the 
famous IHS constraint, the Hughes phenomenon. We were 

able to reduce the overall number by more than 50%, with 

a high OA exceeding (+ 94%). On the other hand, the 

comparison method experienced deterioration in results 

compared to the main one. Even the algorithmic principle 

is the same, except that we replaced correlation with 

homogeneity to measure contextual information. 

To conclude, measuring internal or external correlation 

consistently shows superior individual performance in 

distinguishing between bands. Thus, the association of the 

correlation between the appearance of the signatures and 

their variance makes it possible to extract the unwanted 
bands (redundant, noisy) and to preserve the desirable ones 

while tolerating the additional redundancy by adjusting the 

final selection percentage. The obtained results give the 

motivation to develop this method as a perspective for this 

work. Thinking to include other measures such as 

distances, other characteristics like energy sensibility 

homogeneity. Also, touching other aspects such as texture 

or training the mixed pixels and applying a different 

approach such as l integration of the classifier in the 

reduction process either by (cover or hybrid). 
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