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Abstract — Today, cyberattacks are one of the largest 

threats to individuals and societies across the globe. 

Dealing with the complexity and variety of these threats by 

using classical solutions such as software/hardware firewalls 

and antivirus / antimalware becomes insufficient and 

presents many drawbacks.  
To support and improve the efficiency of these traditional 

solutions, Machine Learning (ML) models can play an 

increasing role in detecting, preventing or disrupting 

cyberattacks at the earliest stage (near real-time).  

In this context, the focus of the present paper is to analyze 

and assess how cyberattacks Feature Selection Strategies 

(FSS) can support the improvement of these ML models 

performances applied to cybersecurity, especially the case of 

DOS-DDOS attacks.  

By reviewing more than one hundred and three references 

and using a hierarchical analysis model based on three 
levels of performance analysis, this paper has compared the 

performances of four main types of Feature Selection 

Methods (TFSM) (first analysis level), the main DOS-DDOS 

Features Selection Sub-Methods (FSSM) used in each TFSM 

(second analysis level) and DOS-DDOS datasets widely used 

in ML cybersecurity projects (third analysis level). 

 

Keywords — Cybersecurity; DOS-DDOS Attacks; Machine 

Learning; Feature Selection Strategies.  

I. INTRODUCTION 

Due to the interconnectedness and digitalization, 

cyberattacks on systems and networks can have a devastating 

impact on individuals [1], businesses [2], the economy [3] 

and governments [1] everywhere. In table 1, we have 

summarized an example of the most significant and direct 

impacts of these threats. 
Today, modern attacks against business applications, 

networks and IT infrastructure are becoming more complex 

and increasingly sophisticated.  

Protecting organizations against these modern risks by using 

classical solutions such as software/hardware firewalls [4], 

antivirus/antimalware [5], etc. becomes insufficient and 

suffers from many drawbacks related to security 

performances and implementation costs (may not protect 

fully against internal threats, low detection accuracy, high 
running time, higher implementation costs, etc.). 

To deal with these limitations, the integration of Artificial 

Intelligence (AI), especially Machine Learning (ML) 

technology, with these traditional security techniques can 

offer many advanced security benefits [6]. 

 

TABLE I.  EXAMPLES OF CYBER ATTACKS 

TARGETS AND IMPACTS 

Examples of cyber 

attacks targets 
Examples of impacts 

Individuals 

 Stealing people's 

money and their 

identity. 
 Social and 

psychological impacts 

 ...etc.  

Business & economy  

 Higher costs from 

operational disruption 

and altered business 

practices. 

 The substantial world 

economy and financial 

loss 

 …etc. 

Governments 

  The real threat to 

democracy (by 

hacking, for example, 
political party 

computer system). 

 Breaches of national 

security secrets 

 …etc. 

https://ijettjournal.org/archive/ijett-v70i1p235
https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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For example, by learning from network traffics experiences, 

ML algorithms can predict when and where many future 

advanced cyber attacks may occur at an earlier stage (near 

real-time) [7]. Consequently, organizations and governments 

can be more reactive and preventive. 
However, the high-dimensionality of internet traffic data [8] 

is a significant challenge in these ML projects applied to 

cybersecurity (irrelevant and noisy attacks features, high 

computational time, the low performance of models..., etc.).  

For example, the dimensionality of datasets covers much 

variety of modern attacks, as the case of the UNSW-NB15 

dataset [9], which is based on more than forty-five 

cyberattacks features (forty-eight features for the UNSW-

NB15 dataset).  

To overcome the challenges mentioned above, cybersecurity 

predicting models arise from the output of the first ML key 

process: cyberattacks features selection.  
Recently, to enhance and optimize this ML key process, 

researchers have been interested in conducting important 

improvements and innovations. This interest was 

demonstrated by more than one hundred recent references 

from research projects (≃one hundred and three references in 

DOS-DDOS feature selection between the years 2015 and 

2021). 

The remainder of this paper is structured as follows: Section 

II exposes the impacts of feature selection on cybersecurity 

datasets commonly used in Machine Learning. Related work 
is presented with results and discussion in section III. In 

section IV, we have made the conclusions. 

II. IMPACT OF FEATURE SELECTION ON 

CYBERSECURITY DATASETS USED IN MACHINE 

LEARNING 

A. Cyberattacks datasets challenges 

Cyberattacks Machine Learning (ML) projects are based 

upon optimization techniques applied to cyberattacks 

datasets generated by internal and external network traffic 

([10],[11]). This traffic often generates a high dimensional 

flow of data (high number of cyberattacks features) with 

noisy, redundant and irrelevant information. Table 2 

summarizes an example of the higher dimensionality of 
benchmark datasets widely used in ML attacks projects.  

The Knowledge Discovery in Databases (KDD_99) [10] was 

developed by the University of California in 1999. The 

dimensionality of this dataset is forty-one. This dataset has 

serious limitations, such as redundant and duplicate data 

samples unbalanced distribution of attacks between the 

training and testing phase.  

The NSL_KDD dataset [12] was created by the University of 
California in 2009 with forty-one cyberattacks features. By 

eliminating redundant instances in the training and testing 

phase, NSL_KDD was an updated version of the KDD’99. 

However, it does not give a comprehensive representation of 

a modern low footprint of attack environment [9].  

The UNSW_NB15 dataset [9] was created by the Australian 

Centre for Cyber Security (ACCS) with  forty-fight 
 

TABLE II.  EXAMPLE OF CYBERATTACKS 

DATASETS DIMENSIONALITY 

Dataset 
Creation 

Year 
Dimensionality 

Number 

of attacks 

types 

KDD’99 1999 41 4 

NSL_KDD 2009 41 4 

UNSW_NB15 2015 48 9 

CIC_IDS 

2017 
2017 78 6 

CIC_IDS 

2018 
2018 79 6 

 

Cyberattacks features. UNSW_NB15 is composed of real 

modern behaviours and synthetically cyberattacks activities.  

The  CIC-IDS 2017 / CIC-IDS 2018 datasets [13]  were 

created by the Canadian Institute of Cybersecurity  (CIC) 
with seventy-eight / seventy-nine cyberattacks features. 

Compared to the earlier datasets, these datasets are composed 

of a new range of attacks generated from real network traffic.  

These datasets suffer from many drawbacks, such as a large 

number of data instances which complicates the cyberattacks 

data processing.  The missing and redundant data records and 

high-class imbalance implies a low accuracy and high FPR 

of the used system. 

The examples of cyberattacks datasets challenges discussed 

above impact negatively ML models applied to cybersecurity 

(degrading the ML models performance, making the process 
of learning very slow,  the interpretability and generalization 

of  ML cybersecurity models becoming very difficult 

[14]…etc.).  

To deal with these challenges, ML cybersecurity models 

arise from the output of the first ML key process: 

cyberattacks Feature Selection Process (FSP).  

In the paragraph below, we have summarized the principles 

of the four main strategies applied to FSP to select and 

optimize the most relevant cyberattacks features. 

B. Feature selection on cybersecurity datasets 

       The existing ML projects applied to cybersecurity 
demonstrate that the available cybersecurity datasets are 

composed of an average of attack features between forty-one 

and seventy-nine (table 2). This great dimensionality is a real 

challenge of extracting relevant security information in terms 

of ML models performance, execution time and 

generalization. One of the key processes commonly used to 

mitigate these constraints is the cyberattacks Feature 

Selection Process (FSP).  

Based on importance, similarity and performance, this pre-

processing ML step identifies the most representative attacks 

features from the initial network traffic datasets. 

Consequently, it improves the performance of intrusions 
detection, reduces the overfitting and improves the 

generalization of the used ML  ([15],[8],[16]).  
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Applied to ML cybersecurity models, cyberattacks feature selection strategies are principally grouped into four main/basic 

classes [17]: Filter, Wrapper, Hybrid and Embedded methods (figure 1). Many other feature selection improvements and 

innovations are derived from these main four classes [18].  

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 1. Taxonomy of the main Feature Selection Types (TFSM) used in cybersecurity ML models. 

Regardless of the used ML algorithm, Filter methods 

evaluate and select relevant attacks features by using 

different statistical measures such as consistency, correlation 

and information theory [18].  
The Wrapper strategies choose the final subset by using a 

Learning Algorithm (LA). These strategies follow principally 

a schema based on two components: Search strategy and 

evaluation ([18], [19]). 

The Hybrid methods combine two approaches: the filter 

method followed by a wrapper technique. In the first step, the 

filter method chooses the first subset of attacks features. In 

the second step,  the wrapper process optimizes this first 

subset  ([20], [21]). 

The Embedded strategies use a regularization method to 
select the best attacks features [22]. For example, Lasso, 

Elastic Net and Random Forest algorithms have been used as 

embedded strategies by different researchers to select the 

most appropriate subset attacks features. 

 

 

III. RELATED WORK 

A. Research Objective 

     Employing Machine Learning (ML) models as part of 

cybersecurity strategy entails the optimization of attacks 

Feature Selection Process (FSP).  

To select the most relevant attack features from the largest 

cyberattacks available datasets and provide accurate learning 

results, many attacks Feature Selection Strategies (FSS) have 

been proposed by many important and recent research 
projects.  

Selecting and adopting the most appropriate solution among 

a considerable number of these research investigations are 

one of the key challenges of ML models applied to 

cybersecurity. 

In this context, and based on the performance analysis 

model, the main objective of this paper is to build many 

simple performance dashboards that visually measure and 

showcases the key performance metrics of various main 

types of feature  

 

Fig. 2. Used Performance Analysis Model (PAM) 
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Selection methods (TFSM), the main DOS-DDOS Features 

Selection Sub-Methods (FSSM) used in each TFSM and  

DOS-DDOS datasets widely used in ML cybersecurity 

projects.    

The dashboards are based on the assessment of more than 
one hundred DOS-DDOS feature selection references as a 

case study. Consequently, the findings presented by this 

study can customize and simplify the decision-making 

process in order to meet specific needs of DOS-DDOS 

cyberattacks Feature Selection Process (FSP) and ML 

predicting projects.  

B. Used performance analysis model 

To analyze and represent the relationships between 

TFSM (as the first level of performance analysis), FSSM (as 

the second level of performance analysis) and cyberattacks 

datasets (as the third level of performance analysis), we have 

used a Hierarchical Analysis Model (HAM) summarized in 
figure 2. This model allows us to take into account the 

influences of these three levels on FSS performances as well 

as the interaction between them. 

To evaluate, compare and display the performance indicators 

of each level, we have used a range of different metrics 

summarized in table 3. These metrics are Accuracy, 

Detection Rate, ROC, Recall, FAR, FPR, Specificity, 

Precision and F-Measure. 

TABLE III.  PERFORMANCES METRICS USED 

Used 

metrics 
Formulas Descriptions 

FAR 
FAR = (FPR+ 

FNR) / 2              

The ratio of the 

misclassification of a 

case of no attack and 

classified as attack 

and vice versa [23] 

FPR 
FPR= FP / (FP 
+TN)                  

The probability when 

an alert occurs when 
there is no intrusion 

[24] 

FNR 
FNR = FN/ 

(FN+TP) 

The probability that 

no alert occurs when 

there is an intrusion 

Specificit

y= TNR 

TNR= TN/ 

(TN+FP)                  

The percentage of 

false intrusions 

correctly classified to 

the total of negative 

intrusions existing on 

the dataset [7] 

Recall= 

(Sensitivit
y, TPR)  

TPR = TP/ (TP+ 
FN)                   

The percentage of 

true intrusions 

correctly classified to 
the total of positive 

intrusions existing on 

the dataset [7] 

Precision 
Precision= TP/ 

(TP+ FP)                        

The ratio of correctly 

true intrusions to all 

classified positive 

intrusions on the 

dataset. 

Accuracy 

Accuracy = (TP 

+TN) / 
(TN+FP+FN+TP)      

Shows how many of 

the predictions are 
correct ([25], [16]). 

F-

measure 

F-measure= 

2.(Precision*Recall

) / (Precision + 

Recall) 

Computes the score 

between the precision 

and recall accuracies 

of the model for a 

given threshold [16]. 

ROC  

(Represents the 

accuracy of the 

classifier) allows the 

visualization of the 

relation between 

detection rate and 

false-positive rate of 
a classifier [26]. 

C. Results and discussion 

a) Performance analysis of the first level: main Types of 

Feature Selection Methods (TFSM) 

As a first step of the experiment, we have started the 

performances analysis of DOS-DDOS Feature Selection 

Strategies (FSS) by assessing the impact of TFSM: Filter, 
Wrapper, Hybrid and Embedded. 

By reviewing more than one hundred and three references 

and analyzing all used strategies by each Type of Feature 

Selection method (TFSM), we have determined the best 

value of each used metric for each TFSM.  

We have compared the performances of TFSM by 

calculating the Performance Rate PR given by the equation 

below:  

 

                         PR =
(Best Metric Value−Low Metric Value )

Best Metric Value 
  

 

As shown in figure 3, the four main TFSM does not have a 

significant impact on the first seven used metrics (Accuracy, 

Recall, Precision, F-Msr, DR, Specificity and ROC).  

The results are  that the PR rate hasn't exceeded 0,08%, 

0,21% for the recall, 0,28% for the precision, 0,25% for the 

F-Msr, 0,54% for the DR, 0,56% for the ROC and 1,35% for 

the specificity. 

The maximum value of the accuracy  (99.98% ) was reached 

in two studies. The first one was based on Filter Correlation 
(CFS) [27] by selecting 17 DOS-DDOS features. The second 

one was based on  Filter, Wrapper and  Hybrid strategies by 

using CFS, Random Forest (RF) and selecting only the 9 best 

DOS-DDOS features [28]. 

The best recall value (100%) was reached in two important 

investigations. The first one was based on the Wrapper 

strategy Best First Search (BFS) by selecting  7 DOS-DDOS 

features [29]. The second one was based on the Hybrid 
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strategy  HFSN by using Naive Bayes (NB) classifier and 

selecting  2 DOS-DDOS best features [30]. 

The maximum value of the precision  (99.99%)  was reached 

by selecting 12 DOS-DDOS features and combining many 

Filter strategies ( MI and generalized entropy) [31]. 
Based on the MI-FS method,  the best value of F-measure 

(99.99%) was obtained by the experiment of Ambusaidi et al. 

(2016) [32] by using 18 DOS-DDOS selected features.  

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Fig. 3.  Best performances of the Main Types of Feature 

Selection Methods (TFSM) 

By selecting the 4 best DOS-DDOS features, the maximum 

values of DR and ROC metrics (100%) were reached in the 

study of  Binbusayyis et Vaiyapuri (2019) [33] by combining 

many Filter strategies: CFS, Information Gain (IG), ReliefF, 

Consistency measure (CBF). This investigation has recorded 

the best FAR value  (0%).   

Srivastava (2018) [34] reached the maximum value of ROC 

measure (100%) by using two strategies: Filter  CFS with 

Wrapper  Best First Search (BFS) by selecting 12  DOS-

DDOS features. 

Manjunatha et al. (2019) [35] and Ahmad and  Aziz (2019) 

[36] have reached the best FPR value (0%). They have 

combined Mutual Information (MI) with Linear Correlation 
Coefficient (LCC) and selected only fourteen DOS-DDOS 

features. 

In the study carried out by Ahmad et Aziz (2019) [36], they 

have selected 13 DOS-DDOS best features by adopting a 

Hybrid strategy and Particle Swarm Optimization (PSO) as 

Wrapper strategy. 

However, this first level of performance analysis has shown 

that TFSM  has a significant impact on training and test 

times.  

The important differences between the lowest time and the 

best time values as a function of  TFSM  are shown in table 
4.  

 

 

TABLE IV.  BEST PERFORMANCE VALUES 

OF TRAIN AND TEST TIME 

 TRAIN_TIME 

(SECOND) 

TEST_TIME 

(SECOND) 

FILTER 0.0001 0.0006 

WRAPPER 0.00041 0.21 

HYBRID 0.03 0.09 

EMBEDDED 0.6385 98.44 

The lowest training time (1E-4s) was reached in two 

important studies based on Combined Filter methods (CFS) 

[37] and Symmetric Uncertainty (SU) [38].  
The best test time value (0.0006s) was reached in a study 

based on the Filter strategy Chi-Square (Chi2) by using the 

Core vector Machine (CVM) approach [39] and selecting 

only 10 best DOS-DDOS features.  

 

b) Performance analysis of the second level: feature 

selection sub-methods (FSSM) 

        In this second level of performance analysis, we analyze 

and assess with more detail the effect of the main DOS-

DDOS Features Selection Sub-Methods (FSSM) used in each 

Type of Feature Selection method (TFSM).  
By grouping FSSM by TSFM (Filter sub-methods, Wrapper 

sub-methods, Hybrid sub-methods, Embedded sub-methods), 

the main objective in the second step is to classify the best 

sub-method that can be used to improve the process of DOS-

DDOS attacks predicting.  

 

1) Filter sub-methods 

             As shown in Table 5, we have selected in this 
subsection the five most commonly-used Filter Sub-

Methods: Correlation, Statistical Independent (SI), 

Information Theory (IT) and the Combined Filter methods 

(CF).  

We have evaluated, compared and displayed the best value of 

each performance metric used by these selected Sub-

Methods.  

According to the above findings (table 5), the best Filter 

strategy accuracy (99.98%) was recorded on the Correlation 

sub-method by Madbouly et al. (2016)[27]. In this 

investigation, the authors have used only 17 best DOS-
DDOS features selected by the CFS Filter sub-method.  

By selecting 25 DOS-DDOS features, the experiment carried 

out by Gupta and Kulariya (2016) [39], based on Filter sub-

methods CFS and Chi2 has recorded the lowest accuracy 

value (35.4%). 
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The maximum values of precision (99.94%) and F-measure 

(99.99%) were reached by using Information Theory (MI) 

[31]  by selecting 18 DOS-DDOS features. 

The lowest precision value (83.8%) was recorded on the 

Combined Filter sub-method by the investigation carried out 
by Shahbaz et al. (2016) [36] and Bataghva et al. (2017)[37].  

By selecting 28 DOS-DDOS attack features, the lowest F-

measure value (82.3%) is based on the Information Theory 

(IG) sub-method [40]. 

Bhyan et al. (2016) [30] have reached the highest Recall 

value (99.99%) by selecting the 12 best DOS-DDOS and 

also using the Information Theory.  

Gupta et Kulariya (2016) [39] have recorded the worst recall 

value (0.65%) by using the CFS Filter sub-method, which 
have selected the 25 best features subset.  

By selecting 4 DOS-DDOS features, the investigation is 

based on combining 4 filter methods (CFS, IG, RelieF, CBF) 

and carried out by Binbusayyis et Vaiyapuri (2019)[33] has 

recorded the maximum and minimum values of detection rate 

metric (100%, 97.6%).  

TABLE V.  FILTER SUB-METHODS PERFORMANCE ANALYSIS 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

By selecting 14 DOS-DDOS best features,  Manjunatha et 

Gogoi (2019) [34] have realized the minimum values of DR 

(97.6%) and FPR  (0%) by combining the Correlation and  

Linear Correlation Coefficient Filter sub-method (CFS-

LCC).  

The worst FPR value (47.7%) was recorded by Divyasree et 

Sherly (2018) [38] on the Filter sub-method Chi2 by 

selecting 10 DOS-DDOS features. 
The maximum FAR value (0.2%) was reached by using the 

Information Theoretical Filter method (IT) [42], which has 

selected a subset of 30 DOS-DDOS features.  

However, the investigation of Binbusayyis et Vaiyapuri 

(2019)[33] has realized the minimum FAR value (0%)  by 

combining four Filter sub-methods (CFS, IG, RelieF, and  

CBF).   

 

The highest specificity value (100%) was reached by 

Idhammad et al. (2017) [23] by selecting two DOS-DDOS  

subsets with 6 and 5 features based on the Correlation sub-

method. 
The worst specificity value was recorded on the Combined 

filter methods by the investigation of Gupta and Kulariya 

(2016) [39] with 25 selected features. 

The maximum ROC value (100%) was recorded on two filter 

sub-methods: Correlation  (CFS) by selecting DOS-DDOS 

11  

features [33] and Combined Filter [32]. However, the 

investigation of Binbusayyis et Vaiyapuri (2019) [33] has 

realized the worst ROC value (65%).  

The minimum value of training time (1E-4s) was recorded on 

Combined Filter Sub-Methods by Shahbaz et al. (2016) [36] 
and Bataghva et al. (2017) [37].  

The worst training time was reached on the Correlation sub-

method [33].  

Finally, the most interesting test time value (0.0006s) was 

recorded by using the statistical filter Chi2 and selecting only 

17 DOS-DDOS features [42].  

The highest test time value (632.400s) was recorded on the 

correlation sub-method by the experiment of Fitni et Ramli 

(2020)[43] by selecting the 23 best DOS-DDOS features. 

 

2) Wrapper sub-methods 

       The main strategies commonly used in wrapper sub-
methods [57] are classified into three main categories: 

Heuristic (HE), Meta-Heuristic (MH) and Random Search 

(RS).  

Sub-methods Acc Pr Re DR F-msr FPR FAR SPE ROC 
Train_ 

Time 

Test_ 

Time 

Correlation_ Min 
75.2% 

[12] 

92.27% 

 [51] 

92.12%  

[51] 
n/a 

92.25% 

[51] 

0.030%  

[46] 

0.02% 

[23] 

99.9% 

[46] 

79% 

[32] 

0.04s  

 [32] 

0.35s   

[23] 

Correlation_ Max 
99.98%    

[27] 

99.42%  

[51] 

99.52% 

[53] 
n/a 

99.8% 

[46] 
n/a 

0.03% 

[23] 

100% 

[23] 

100% 

[32] 

1356.73s 

[32] 

632.400s 

[37] 

Statistical_ Min 
99.05%    

[36] 

96.24%  

[44] 
n/a n/a n/a n/a n/a n/a n/a 

0.002s  

[36] 

0.0006s 

[38] 

Statistical_ Max 
99.95% 

[38] 
n/a n/a 

99.12% 

[36] 
n/a 

47.14% 

[36] 
n/a n/a 

99.55% 

[38] 

10.79s 

 [38] 

1.21s 

 [36] 

Information_ Min 
73.79% 

[54] 

85.1%  

 [44] 

86.7% 

[44] 

98.76% 

[31] 

82.3% 

[44] 
0.1% [49] 

0.2%  

[47] 
n/a 

88.4% 

[44] 

0.05s    

[41] 

4.02s  

[39] 

Information_ Max 
99.97%  

[55] 

99.94%  

[31] 

99.99% 

[30] 

99.99% 

[30] 

99.99% 

[31] 

10.8% 

[44] 
n/a 

99.43% 

[39] 
n/a 

4102s    

[42] 

270s    

 [31] 

Combined_ Min 
35.4% 

[45] 

83.8%  

([35]; [43]) 

0.65% 

[40] 

97.4%  

([33];[45]) 
n/a 

0%      

[33] 

0%      

[45] 

16.87% 

[40] 

65% 

[45] 

1E-4s 

 ([35]; [43]) 

0.345s 

 [40] 

Combined_ Max 
99.9%  

[40] 

88.2%     

([35]; [43]) 

99.41% 

[40] 

100%  

[45] 

98% 

[52] 

15.9%  

([43];[50]) 

0.0542%  

[48] 

99.79% 

[40] 

100% 

[45] 

344.771s 

[40] 

19.91s 

 [40] 
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In this subsection, we evaluate and display the best and 

lowest values of each performance metric used by these 

categories.  

According to the above findings summarized in table 6, the 

best accuracy value (99.96%) is recorded by using the Meta-
Heuristic category based on Simulated Annealing (SA), 

Support Vector Machine (SVM) and Decision Tree (DT) 

[58], by selecting 23 most representatives DOS-DDOS 

attacks features.  

The experiment carried out by [59] based on the Heuristic 

category and using the Best First search (BFS) and Decision 

Tree (DT) algorithms have recorded the lowest accuracy 

value (52.1%) by selecting 20 DOS-DDOS attacks features. 

The maximum and minimum values of precision (99.97%, 

36.09%) were recorded by the Meta-Heuristic category. 

By selecting the 7 best DOS-DDOS features attacks and 

using the Heuristic category, the highest recall value (100%) 
was recorded in the study carried out by [29].  

The experiment of Khammassi et al. (2017) [60] has reached 

the worst recall value (4.11%) by using the Meta-Heuristic 

category with selecting 20 best DOS-DDOS attacks features. 

The maximum Detection Rate (DR) value (99.9%) was 

recorded by using the Heuristic category based on Sequential 
Forward (FS) and Random Forest (SFFS-RF)[61] and 

selecting the 10 best features.  

By selecting 19 DOS-DDOS attacks features, the worst DR 

value (19.38%) was recorded on the Heuristic category based 

on the Decision Tree (DT) algorithm [62]. 

The lowest F-measure value (77.19%) was reached on the 

Heuristic category by using Ant Colony Optimization (ACO) 

and selecting 4 important DOS-DDOS features [63].  

By using the Meta-Heuristic category based on forwarding 

Feature Selection and K-nearest Neighbour (FFS-KNN), 

Soodeh et al. (2019) [64] have reached the best F-measure 

value (99.8%). Their investigation has selected 11 DOS-
DDOS attacks features. 

TABLE VI.  WRAPPER SUB-METHODS PERFORMANCE ANALYSIS 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

The highest FPR value (21.2%) was reached on the Meta-

Heuristic category based on the Genetic Algorithm (GA)[65] 

by selecting 15 DOS-DDOS attacks features.  

Mazini et Mahdavi (2019) [66] have recorded the best FPR 

value (0.001%) by using the Meta-Heuristic category based 
on Artificial Bee Colony (ABC) and selecting the 25 best 

DOS-DDOS features. 

Al-Jarrah et al. (2014) [67] have recorded the minimum 

value of FAR (0.0006%) by selecting 15 DOS-DDOS 

features and using the Heuristic category based on Random 

Forest (RF) and Forward Feature Ranking (RF-FSR).  

The higher FAR value (72.5%) was recorded by using the 

Heuristic category based on Decision Tree (DT) and 

selecting 20 DOS-DDOS attacks features [59]. 

The investigation carried out by Kavitha et al. (2010) [68] 

has realized the highest specificity value (100%) by selecting 
7 DOS-DDOS features and using the Heuristic category 

based on Backward FS (BFS).  

 

 

 

 

 

 

The lowest specificity value (86.9%) was recorded on the 

Heuristic category with the 6 best DOS-DDOS features 

selected by the CfsSubsetEval and BFS algorithms [69]. This 

experiment has realized two important ROC values. 

Depending on the used classifier, the highest value was 
(99.9%), and the lowest one was (88.7%).   

By selecting the 9 best DOS-DDOS attacks features, the 

most interesting value of training time (1.41*10-4s) was 

recorded on the Random category based on Differential 

Evolution (DE) [70].  

By selecting 10 representative DOS-DDOS features with 

Random Forest (RF), Alrowaily et al. (2019) [71] have 

realized the highest training and test times (2590.6s, 

1358.1s). However, the best test time (0.19s) was recorded 

on the Meta-Heuristic category based on Improved Clonal 

Search Algorithm (ICSA) by using a subset of 21 selected 
DOS-DDOS attacks features [72].  

 

Sub-methods Acc Pr Re DR F-msr FPR FAR SPE ROC 
Train_ 

Time 

Test_ 

Time 

Heuristic_ Min 
52.1% 

[58] 

88.11% 

[77] 

72%  

 [67] 

19.38% 

[78] 

87.89% 

[77] 

0.1%   

[60] 

0.0006% 

[66] 

82.6% 

[68] 

88.7% 

[68] 

0.05s   

[67] 

0.21s   

 [60] 

Heuristic_ Max 
99.9%   
([66]; 

[67]) 

99.8% 

[63] 

100% 

 [67] 

99.99% 

[60] 

99.4%  

[68] 

0.5%   

[75] 

72.23% 

[58] 

100% 

[67] 

99.9% 

[68] 

514.7s  

[68] 

4.63s  

[72] 

Meta-Heuristic_ 

Min 

73.97% 

 [64] 

36.09% 

[59] 

4.11%  

[59] 

89.45% 

[79] 

77.19% 

[62] 

0.001% 

[65] 

0.1%   

[71] 

91.76% 

[74] 
n/a 

0.02s 

  [73] 

0.19s 

 [71] 

Meta-Heuristic_ 

Max 

99.92% 

 [80] 

99.97%  

[59] 

99.98%  

[59] 

99.61%  

[65] 

89.82% 

[62] 

21.2% 

[64] 

6.39% 

[59] 

99.67% 

[74] 
n/a 

1795.94s 

 [64] 

13.84s  

 [71] 

Random_ Min 
80.15% 

  [69] 

81.18% 

[69] 

96.75% 

 [70] 

91.5% 

[69] 

86.03% 

[69] 

0.09%  

[76] 

0.2% 

[69] 
n/a n/a 

1.41*10-‘s 

 [69] 
n/a 

Random Max 
99.96% 

  [57] 

99.44% 

[70] 

99.45%  

[70] 
n/a 

99.41% 

[70] 
n/a n/a n/a n/a 

2590.6s  

[70] 

1358.1s 

 [69] 
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3) Hybrid sub-methods 

       In this subsection, we have analyzed the 

performances of Hybrid sub-methods by grouping the 

commonly used strategies into three main categories: Filter 

CFS, Statistical Filter (SF) and Information Theoretical (IT). 

 

According to the above findings summarized in table 7, the 

maximum value of accuracy (99.98%) was reached on the 

CFS-RF algorithm by selecting 12 DOS-DDOS attacks 
features [82].  

The lowest value of accuracy (80.07%) was recorded on the 

statistical sub-methods Chi2 and RF by selecting 7 DOS-

DDOS attacks features [83]. 

By selecting 12 features, the minimum precision value 

(99.8%) was recorded on the CFS Bat algorithm [84].  

The best precision value (99.9%) was recorded on CFS and 

Naïve Bayes (HFSN) [30] by selecting 2 features. This 

strategy has also realized the maximum Recall value (100%).  

By selecting the 9 best DOS-DDOS features, Gu et al. (2019) 

[85] have recorded the lowest recall value (96.1%) by using 

Information Theoretical (IT) and Supervised K-means 

algorithm.  

The minimum and maximum values of DR (1.76% [86], 

99.99% [28]) were reached on the Hybrid category based on 

the CFS sub-method. The lowest value was recorded by 

selecting a subset of the 13 best DOS-DDOS features and 

using CFS and K-means algorithms. The highest value was 

reached by selecting the 12 best features based on CFS-RF. 

Song et al. (2019) [83] have realized the lowest F-measure 
value (80.27%) by selecting 7 DOS-DDOS features based on 

the statistical sub-method Chi2-RF. The highest F-measure 

value (99.8%) was recorded on CFS sub-method (CFS-BA) 

[84]. 

The highest FPR value (30.5%) was recorded on the 

Information Theoretical sub-method SKM-HFS [85]. The 

lowest value (0%) was recorded on the CFS sub-method 

based on CFS and Particle Swarm Optimization (PSO)[36]. 

The highest FAR value (2.46%) [87] was recorded by 

selecting 22 optimal DOS-DDOS features and using the 

statistical sub-methods Linear Discriminant Analysis (LDA), 

Chi2 and the modified Bayesian Net (LDA, Chi2, Modified 
BN). The best value (0.1%) was recorded on CFS sub-

method CFS-BA [84]. 

The minimum value of training time (0.03s) was registered 

on the CFS sub-method [30]. The slowest training time 

(10235s) was recorded on the statistical sub-method Chi2 

and Multiclass SVM algorithm by selecting 31 DOS-DDOS 

important features [88].  

TABLE VII.  HYBRID SUB-METHODS PERFORMANCE ANALYSIS 
 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Sub-methods Acc Pr Re DR F-msr FPR FAR SPE ROC 
Train_ 

Time 

Test_ 

Time 

Hybrid with 

CFS_ Min 

95.03%   

FGLCC-

LCA [90] 

99.8%   

CFS-

BAT  

[83] 

99.9%   

CFS-

PSO 

[34] 

1.76%      

 K-

means-

CFS 

 [85] 

95.46%  

FGLCC-

LCA 

 [90] 

0%  

 CFS-

PSO 

[34] 

0.1%        

CFS-BAT  

[83] 

n/a n/a 

0.03 s    

HFSN 

 [29] 

0.009s   

CFS-

BAT  

  [83] 

Hybrid with 

CFS_ Max 

99.98%  
CFS-RF     

[81] 

99.9%  
HFSN  

[29] 

100%   
HFSN 

 [29] 

99.99%  
 CFS-RF  

[81] 

99.8%   
 CFS-

BAT 

  [83] 

1.67%  
FGLCC-

LCA   

 [90] 

7.03%    
 K-means-

CFS [85] 

99.97%  
CFS-

RF 

[81] 

83.28% 
FGLCC-

LCA 

 [90] 

43.50s  
FGLCC-

LCA   [90] 

2.06s    
HFSN   

[29] 

Hybrid with 

Statistical_ Min 

80.07%  

Chi2-RF 

 [82] 

n/a n/a 

71.21%  

Chi2-RF 

 [82] 

n/a n/a 

0.13%  

Chi2_Multi-

SVM     

 [87] 

n/a n/a 

0.11s    

 Chi2-RF 

 [82] 

0.16s          

Chi2-RF 

   [82] 

Hybrid with 

Statistical_ Max 

98.87%   

Chi2_Multi-

SVM [87] 

n/a n/a 

 

97.78%  

LDA-

Chi2- 

Modified 

BN  [86] 

80.27% 

 Chi2-

RF 

  [82] 

n/a 

 

2.46%   

LDA-Chi2- 

Modified 

BN  [86] 

n/a n/a 

10235s  

Chi2_Multi-

SVM   [87] 

n/a 

Hybrid with 

Information_Min 

88.36%   
MI-BGSA  

[20] 

n/a n/a 

86.30%   
MI-

BGSA 

[20] 

n/a 
0.10%  
HIBFS 

 [89] 

n/a n/a n/a 
58.12s  
 HIBFS  

[89] 

27.23s  
HIBFS 

   [89] 

Hybrid with 

Information_Max 

99.70%   

HIBFS 

 [89] 

n/a 

96.50%   

SKM-

HFS    

[84] 

99.46%  

FMIFS-

LSSVM    

[88] 

n/a 

30.5%  

SKM-

HFS    

[84] 

n/a n/a n/a 

603.6s  

 FMIFS-

LSSVM 

 [88] 

276s     

FMIFS-

LSSVM  

[88] 
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The best test time value (0.009s) was reached the CFS sub-

method CFS-BA [84].  The highest value (276s) was 

recorded on the statistical sub-method Flexible Mutual 

Information (FMI) by using Least Square Support Vector 

Machine (FMIFS-LSSVM) [89]. 

 

i) Embedded sub-methods 

             In this subsection, we have analyzed the performance 

of Embedded sub-methods by grouping the commonly used 

strategies into three main categories: Least Absolute 

Shrinkage and Selection Operator (LASSO), Embedded 

Ensemble Optimal Feature Selection Algorithm (EEOFSA) 

and DT based Embedded.  

According to the above findings summarized in table 8, the 

maximum accuracy and precision value (99.88%) was 

recorded by the experiment of  Serkani et al. (2019)[92].  By 

selecting the 9 best DOS-DDOS features, these important 

metric values are obtained by using the DT sub-method and 
Least Square SVM algorithm (DT-LSSVM).  

The lowest accuracy value of (87.3%) was recorded by [22] 

by selecting 20 features and combining  Lasso-ElasticNet 

and  CFS filter methods.  

By selecting 17 DOS-DDOS features, the best values of 

precision (97%), F-measure (97.37%) and specificity 

(98.65%) were registered on the Lasso sub-method based on 

SVM and L1-regularization algorithms[11].  

 

TABLE VIII.  EMBEDDED SUB-METHODS PERFORMANCE ANALYSIS 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

The lowest values of precision (73.45%) and F-measure 

(86.55%)  by using the Lasso sub-method [22]. 

 

The maximum and minimum values of the Recall measure 

(99.88%, 90.23%) were recorded on the DT sub-method 
[92].  

By using EEOFSA and selecting 13 DOS-DDOS features, 

Vekatarathinam et al. (2018) [90] have recorded the highest 

value of DR (99.46%). The lowest value of this metric   

(92.81%) was recorded on Lasso embedded sub-method 

based on Linear Nearest Neighbour Lasso Step (LNNLS-

KH) [93]. This strategy has selected a subset of 14 DDOS 

features. 

By using the distance sum SVM method (DSSVM) and 

selecting 5 DOS-DDOS important features, the minimum 

value of FPR (0.3%) was recorded on the DT embedded sub-
method [94].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The highest value of this metric (2.85%) was recorded by the 

model carried out by [93] by selecting a subset of 10 DOS-

DDOS features. This model has recorded the slowest training 

time (8296.92s).  

However, Serkani et al. (2019) [92] have recorded the best 
value of train time (0.099s) by using the DT embedded sub-

method and selecting 9 DDOS features. 

By selecting only 5 DDOS features and using the DT 

embedded sub-method, the worst value of test time (483.39s) 

was recorded on the experiment carried out by [94]. The best 

value of this time (0.1447s) was recorded on the DT 

embedded sub-method [92] by selecting the 9 best DOS-

DDOS features. 

This section has shown that the embedded sub-method based 

DT has realized the best performances on most metrics. 

 
 

Sub-

methods 
Acc Pr Re DR F-msr FPR FAR SPE ROC Train_ Time 

Test_ 

Time  

LASSO_ 

Min 

87.3%  

[22] 

73.45% 

[22] 
n/a 

92.81%  

[92] 

86.55% 

[22] 

2.50% 

[92] 
n/a n/a n/a 

0.6385s 

 [94] 
n/a 

 

LASSO_ 

Max 

97.08% 

[11] 

97% 

[11] 

97.7%  

 [11] 

99.21% 

[94] 

97.37% 

[11] 

2.85%  

[92] 
n/a 

98.65% 

[11] 

99.44% 

 [11] 

8296.92s 

 [92] 

98.44s   

   [92]  

EEOFSA 
98.67% 

[90] 
n/a n/a 

99.46% 

[89] 
n/a n/a 

0.32%  

[89] 
n/a n/a 

0.68s 

   [89] 
n/a 

 

DT_ Max 

89.65%  

DT-
LSSVM 

[91] 

n/a 

90.23%  

DT-
LSSVM 

[91] 

n/a n/a 
0.3%     

DSSVM 

[93] 

0.099%  

DT-
LSSVM 

[91] 

n/a 

94.70%  

DT-
LSSVM 

[91] 

0.099s 

    DT-
LSSVM   

[91] 

0.1447s       

DT-
LSSVM   

  [91] 

 

DT_Min 

99.88%  

DT-

LSSVM 

[91] 

n/a 

99.88%  

DT-

LSSVM 

[91] 

97.2%     

DSSVM   

[93] 

n/a n/a 

10.86%  

DT-

LSSVM 

[91] 

n/a 

99.85%  

DT-

LSSVM 

[91] 

209.92s 

DSSVM     

[93] 

483.39s   

DSSVM  

[93] 
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c) Performance analysis of the third level: used 

cyberattacks datasets 

In this section (the third level of performance analysis), we 

have paid particular attention to the impact of DOS-DDOS 
datasets on feature selection strategies discussed above.  

We have selected the main five used datasets widely used in 

ML cybersecurity projects: KDD_99, NSL_KDD, 

UNSW_NB15, CIC-IDS2017 and CIC-IDS2018. 

Indeed, the maximum accuracy (99.98%) was recorded on 

the KDD’99 dataset [27].  However, the lowest accuracy 

(73.79%) was recorded on the CIC-IDS2017 dataset [55].  

The interesting precision value (99.9%) was attempted on the 

KDD [60]. The lowest value of this metric (36.09%) was 

recorded on the UNSW_NB15 dataset [30]. 
The best recall value (100%) was recorded on two datasets: 

the KDD [29] CIC-IDS2017 [30] datasets.  The lowest value 
was reached by [60] on the UNSW_NB15 dataset.  

The maximum value of DR (100%) was found by 

Binbusayyis and Vaiyapuri (2019) [33] on the KDD dataset. 

The lowest value (42.1%) was found by Bagui et al. 

(2019)[86] on the UNSW_NB15 dataset.  

The best F-measure value (99.99%) was recorded on the 

KDD dataset [32]. However, the minimum value (77.19%) 

was found on the NSL_KDD dataset by Housseizadeh 

Aghdam and Kabiri (2016) [63]. 

The lowest rate of FPR (0%) was recorded on the KDD [36] 

and NSL_KDD [35] datasets. However, the worst value of 
this metric (47.14%) was recorded on the KDD dataset [39]. 

The best FAR value (0%) was recorded on the KDD dataset 

[33]. And the highest value (10.86%) was found on the 

UNSW_NB15 dataset [92]. 

The highest value of DOS-DDOS specificity (100%) was 

detected on three datasets: KDD[29], (NSL_KDD and 

UNSW_NB15) by Idhammad et al. (2017) [23]. The lowest 

value of specificity (97.33%) was recorded on the 

NSL_KDD [40]. 

Binbusayyis et Vaiyapuri (2019) [33] has recorded the best 

ROC value (100%) on three different datasets: KDD, 

NSL_KDD and the CIC_IDS2017. But the same method has 
shown a lower value of ROC measure (65%) on the 

UNSW_NB dataset. 

The best train time (1E-4 s) was recorded on the NSL_KDD 

by Shahbaz (2016) [37] and Bataghva (2017)[38]. 

Nevertheless, the same dataset has recorded the highest 

training model time (8296.92s)[93]. 

  
TABLE IX.  DATASETS PERFORMANCE ANALYSIS 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

Datasets Acc Pr Re DR F-msr FPR FAR SPE ROC Train_Ti

me 

Test_Tim

e 

KDD_ Min 
92.13% 

 [40] 

81.66

%  

[63] 

93.8% 

[50] 

95.23%   

[90] 

89.82

% [62] 

0.0%   

[34] 

0.0%  

 [45] 

99.79

% [40] 

   92%  

   [32] 
 

0.0006s 

[36] 

0.09s  

[83] 

KDD_ Max 

99.98% 

([27]; 

[81]) 

99.97

%  

[59] 

100%  

[67] 

100%  

[45] 

99.99

% [31] 

47.14

% [36] 

1.40%  

[95] 

100% 

 [67] 
 

100% 

 [45] 

603.6s 

[88] 

483.30s  

[93] 

NSL_KDD_ 

Min 

79.09% 

 [64] 

79.22

% 
 [62] 

69.28

%  
[40] 

71.21% 

[82] 

77.19

% [62] 

0%  

[33] 

0.001%  

[45] 

97.33

%  
[40] 

88.4% 

 [44] 

1E-4s     

([35] ; 
[43]) 

0.09s  

[83] 

NSL_KDD_ 

Max 

99.90%  

[96] 

99.69

% 

 [96] 

99.9% 

[47] 

99.99% 

([30]; 

[31]) 

99.8% 

 [63] 

17.2%  

[64] 

0.22%  

[58] 

100% 

[23] 

100%  

 [45] 

8296.92s 

[92] 

98.44s 

 [92] 

UNSW_NB15_

Min 

81.42% 

 [59] 

36.09

%  

[59] 

4.11% 

[59] 

42.1% 

 [85] 
n/a 

0.03% 

[46] 

0.0069

% 

 [55] 

n/a 

65% 

 [45] 

0.010s  

[45] 

0.1627s  

[91] 

UNSW_NB15_

Max 

99.88% 

 [58] 
n/a 

97%  

[23] 

99.31%  

[61] 
n/a 

14.8% 

[34] 

10.86%  

[91] 

100%  

[23] 

94.70

% 

[91] 

0.7715s 

 [91] 

0.46s 

 [23] 

CIC_IDS2017_

Min 

73.79%  

[54] 

97.5% 

 [83] 

96.50

% [84] 

92.81% 

[92] 

98.1% 

 [83] 

2.50% 

[92] 

0.002% 

[45] 
n/a n/a 

0.009s  

[45] 

0.26s 

 [83] 

CIC_IDS2017_

Max 

99.9%  

[42] 

99.9%  

[29] 

100% 

[29] 

99.9% 

 [45] 

99.8%  

[46] 

30.5% 

[84] 

2.4%   

[83] 

99.9% 

[46] 

100% 

  [45] 

2590.6s 

 [70] 

1358.1s  

[70] 

CIC_IDS2018 
98.8%  

[37] 
n/a n/a n/a 

97.9% 

[37] 
n/a n/a n/a n/a n/a 

632.4s 

 [37] 
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The lowest test time (0.09) was recorded by Zhou et al . 

(2019) [84] on two datasets:  KDD and NSL_KDD. The 

highest test consuming time (1358.1s) was found on the CIC-

IDS2017 dataset [71]. 

In conclusion, we have observed that the KDD dataset has 
realized the best performances on most metrics. But we have 

to notice that the KDD dataset has known an over-

representation of the DOS attack class. And the standard 

machine learning algorithms were designed to be applied to 

balanced data. Then on unbalanced data, the results will bias 

towards the majority class. 

 

IV. CONCLUSION 

Nowadays, the integration of Artificial Intelligence (AI), 

especially Machine Learning (ML) technologies, with 

traditional security techniques is transforming the roles of 

cybersecurity. Indeed, ML models applied to cybersecurity 
allow private and public sectors to innovate and efficiently 

transform the security of their systems strategies.  

To improve these ML models, the innovation of cyberattacks 

Feature Selection Process (FSP) can play an increasing role.  

In this context,  and based on a Hierarchical Analysis Model 

(HAM) by using the main FSP performance indicators, we 

highlight in the present paper how the four main types of 

Feature Selection Methods (TFSM) (HAM first analysis 

level), the main DOS-DDOS Features Selection Sub-

Methods (FSSM) used in each TFSM (HAM second analysis 

level) and DOS-DDOS datasets widely used in ML 
cybersecurity projects (HAM third analysis level) can 

support the improvement of these ML models performances 

applied to the case of DOS-DDOS attacks.  

To meet the specific needs of DOS-DDOS cyberattacks 

Feature Selection Process (FSP) and ML predicting projects, 

we have built seven simple performance dashboards that 

visually measure and showcase the key performance metrics 

of various main strategies used in FSP.  
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