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Abstract - The primary research considerations are the 

development of intrusion detection and preventing mobile 

ad hoc networks (MANET) techniques with an exact 

detection rate and energy consumption with low packet 

loss. Node energy and node mobility are two major 
optimization challenges in MANETs, in which nodes move 

insecurely in all directions, and the topology is constantly 

changing. A significant clustering is carried out by the 

Emperor Penguin Optimization (EPO) algorithm. The 

cluster head selection is processed using a fuzzy strategy 

with a genetic algorithm (GA). The motive of this work is 

to use a trust management method based on 

DempsterShafer (D-S) evidence theory to identify intrusion 

behaviour. In addition, the attack pattern classification 

using the weighted Naive-Bayes method reduces the 

complexity of the classification. The features are extracted 

from the recognized pattern and finally transferred to the 
classifier for classification. Learning complexities can be 

overcome during the classification process using the 

Social Spider Optimization (SSO) technique. The proposed 

mathematical model detects the intrusion based on the 

final trust score. The robustness of the proposed model is 

executed based on attack detection rate, energy usage, and 

throughput for detecting and isolating the intruder. 

According to simulation results, the proposed solution 

effectively reduces IDS traffic and overall energy usage 

while maintaining a high attack detection rate and 

throughput. 
 

Keywords - Intrusion detection system (IDS), clustering, 

cluster head election, classification, weight optimization, 

security. 

I. INTRODUCTION 

A mobile ad hoc network (MANET) is a set of self-

organizing mobile nodes that may connect with one 

another without the assistance of a solid infrastructure or a 

central coordinator. A node is any mobile device that can 

work together with the neighbouring devices, and here the 

MANET node works like both a host and a router. A node 

not in its communication range with the neighbouring node 
requests the intermediate node to transmit its message [1]. 

MANETs have diverse benefits over other networks in that 

they can be set up effectively, apart from the fact that they 

offer flexibility due to the unbound nature of the nodes. 

Due to MANET's very short battery life, it is impossible to 

keep IDS processing constant on every node of MANET 

[2] [41-43]. In addition, the existing MANET IDS systems 

do not consider the operating environments, so they result 

in each individual node being monitored with a uniform 
probability, regardless of whether the monitored node 

contains a summary of the description as malicious. 

Several kinds of network anomalies are observed and 

are decreasing due to their dynamic and infrastructural 

nature [3]. The reasons for these anomalies are network 

congestion, faulty network equipment, active attacks and 

intruders. Intrusion is one of the critical anomalies 

affecting the integrity and availability of network services 

[4, 5]. The most well-known type of network attack is the 

Denial-of-Service (DoS) attack, which compromises the 

service for new authentic users [6-9]. There are many DoS 

attacks, namely black holes, wormholes, grey holes, and 
flooding [10-12]. Everyone on the network causes 

different types of security breaches. Some of the factors 

affecting wireless systems are disconnections, traffic 

floods, barriers to entry, or system problems [13]. MANET 

is an open communication medium; therefore, they are 

more prone to attack. The two major groups of attacks are 

active attacks and passive attacks.  

Several methods have been proposed for detecting 

active attacks, but passive attacks are more complex in ad 

hoc network environments. Therefore, much research has 

been done to protect ad hoc networks from attackers. 
MANET [38] is developing a direct and easy 

implementation technique for IDS to stimulate the 

detection process on each network node. However, in such 

energy-constrained environments, this solution is 

ineffective. To deal with this, a common approach is if 

divide the MANET into clusters and select the cluster head 

for each cluster. Many optimization algorithms are 

efficiently used in cluster head (CH) selection [39, 40]. 

The CH's job is to defend the entire cluster by running its 

IDS. Intrusion detection theoretical models describe 

network security with enhanced decision-making. Usually, 
in these approaches, the decision-makers can take over the 

role, i.e., an attacking role or a defending role; the two 

goals are incompatible. In a network, an attacker aims to 

break into network activities. For dealing with intrusion 
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detection problems, the game theory models [14] are most 

often used. These models perfectly illustrate the opposing 

goals of a defender and an attacker [15-18]. The interactive 

decision states are described and examined using game 

theory. It also ensures a robust group of devices for 
analyzing and forecasting the outcomes of complicated 

relationships between rational entities [19, 20]. 

 

A. Motivation & Major Contribution 

In this study, the major attempt is to create a cluster-

based model and a weighted Bayesian classifier for attack 

categorization. There are three models used for identifying 

the intrusion node in MANET. The CH is chosen initially 

based on energy consumption and mobility, encouraging 

compact cluster formation. Second, a trust-based 

management system and weighted Naive Bayes with social 

spider optimization are used to increase security. This 
hybrid combination minimizes the error rate and improves 

the accuracy of the classification. The social spider 

optimization has a higher convergence rate since this 

combination also reduces the time required. So, the type of 

attack is identified easily. Because of this combination, 

network energy is consumed, and the packet loss ratio is 

reduced. This work's key contribution is summarized 

below. 

 Proposes a unique strategy for improving the 

intrusion detection rate of intrusion detection 

systems (IDSs) in a MANET based on clustering 
and the Naive Bayes Classifier. The technique 

increases the rate of IDS attack detection as much as 

feasible without sacrificing efficiency. 

 Swarm optimization is proposed for cluster head 

selection and clustering with reduced network 

activity to validate the proposed strategy. 

 Finally, the attack detection is carried out using the 

weighted Naive Bayes Classifier for attack 

detection. 

 Simulation results proved that the proposed strategy 

for optimizing the IDS attack detection rate (DR) 
could result in significant energy savings and 

improved throughput. 

B. Work Organization 

The remaining part of the research work is constructed 

as: Recent literature works are provided in Section 2. A 

brief explanation of the proposed method using flow charts 

and algorithms are provided in Section 3. The graphical 

representations used to describe the simulation are given in 

Section 4. Finally, Section 5 comes to conclude the work. 

II. LITERATURE REVIEW 

R. Santhana Krishnan et al. [21] proposed a Modified 

Zone-Based IDS (MZBIDS), a novel intrusion detection 

system for MANETs. MZBIDS, when tested using modern 

methods, has a higher success rate in detecting malicious 

behaviour in persistent conditions while having a minor 

impact on overall network performance. 

Neenavath Veeraiah et al. [22] proposed an efficient 

multipath routing protocol in MANET based on an 

optimization approach. In MANET, CH selection and IDS 

techniques such as fuzzy clustering and fuzzy naive Bayes 

(Fuzzy NB) were useful in addressing the energy and 

security crisis. The Bird swarm-whale optimization 

algorithm (BSWOA) was used to perform multipath 

routing using the safe nodes by routing. The best routes 

were chosen based on fitness criteria, including 
connectivity, energy, trust, and throughput. 

Using machine learning approaches, Islabudeen, M. et 

al. [23] suggested an intelligent methodology for the 

Intrusion Detection and Prevention System (SA-IDPS) to 

alleviate attacks in MANET. The One Way Hash Chain 

feature was used to register mobile users in Trusted 

Authority. Packet Analyzer was used to check if an attack 

pattern had been discovered. It is implemented with a Type 

2 fuzzy controller that considers packet header 

information. Logarithmic normalization and coding 

methods, which were time series and suitable for all 

applications, are considered in the pre-processing unit. 
Mutual information is used in the feature extraction unit to 

obtain the best set of characteristics for packet 

classification.  

The authors used a clustering algorithm to group the 

MANET nodes and locate malicious nodes, and the 

clustered groups were then studied further. With the 

routing methodology of Destination Sequenced Distance 

Vector Routing (DSDV) [24], the watchdog protocol 

identified and classified the malicious nodes. Link failures 

were detected and classified by the proposed work based 

on the presence of malicious nodes. For detecting the 
malicious nodes, the cooperative bait detection approach in 

a MANET environment was used by the authors of [25]. 

The authors categorized and detected grey hole or 

collaborative blackhole attacks in the MANET system. In 

[26], the authors presented an approach to the DDoS 

attack. Firecol's score was updated to identify the potential 

attack in this approach. DGSOT plays an important role in 

clustering, relying on the routing level score. 

The authors in [27] proposed a work based on incorrect 

data filtering in the routing nodes. When the mobile ad hoc 

network was first deployed, keys were provided to the 

nodes of the network using the Advanced Encryption 
Standard (AES). The use of the message authentication 

code validates the data. The forwarding node location and 

timestamp are examined for detecting the anomalies by the 

forwarding nodes. The location and timestamp are used to 

monitor node activity on the network. The attack 

simulation is identified in the network using the message 

authentication code. The trust score was designed based on 

the belief system, and a classification approach was used 

for attack detection. These have been very effective 

schemes against network attacks [28]. A hierarchical 

design was chosen to design effective IDS [29]. The major 
aim of these approaches was to consolidate the data that is 

deprived of full information about the common 

environment. The authors presented a novel clustering 

algorithm in [30] to overcome some of these 

disadvantages. The authors proposed a new self-organizing 

network with a tree structure called the Dynamically 

Growing Self-Organizing Tree (DGSOT) algorithm for 

hierarchical clustering. The proposed algorithm has 

improved the number of clusters at each hierarchical level. 
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They also presented a new cluster validation criterion 

with respect to the symmetric property of the data set's 

Voronoi division. A minimal spanning tree concept was 

used in this approach. A K-Level-Up Distribution (KLD) 

approach was used for improving the accuracy of 
clustering, which enhances the distribution of the data in 

the hierarchy construction. The result of clustering the self-

organizing trees is visualized as a dendrogram. Cluster 

self-organization was well suited for this architecture [31]. 

For planning, self-organization has no external or central 

authority. The most important theories of self-organization 

were presented in [32, 33]. In [34], an algorithm called 

DGSOT was presented with some of the classified features 

that are consistent with the security enhancement of IDS. 

When designing new IDSs, the trust assessment 

parameters should be considered in particular [35, 36]. 

Some of the prime numbers for designing the trust matrix 
are cluster domain, trust hypothesis, and frequency. The 

trust matrix determines the performance of a node. 

III. PROPOSED METHODOLOGY 

In this work, a new IDS approach for MANETs is 

provided. The MANET CH election approach and the 
weighted MANET IDS are two separate aspects of this 

intrusion detection technology. By dividing the intrusion 

detection cycle among several cluster nodes, the previous 

part minimizes the consumption of memory and time of 

computation required to control the IDS. The cluster head 

node is chosen depending on the consumption of energy 

and mobile node mobility. The selected CH node is given 

the authority to run intrusion detection services for the 

amount of time. The suggested IDS scheme's second 

component is a weighted MANET IDS based on a Naive 

Bayes classifier, which executes the actual IDS operation. 

The election model elects the cluster head node, which 
executes the weighted MANET IDS. 
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Fig. 1 Proposed Process Flow Diagram 

A weighted IDS is constructed utilizing a tripartite 

model with MANET as the core network topology, as 

shown in Figure 1. CH election, cluster construction, and 

attack intrusion detection are three. Here, the D-S theory is 

adopted in a trust-based method for detecting the 
suspicious events of the mobile nodes in advance. Further, 

for normal and malicious nodes classification, the machine 

learning technique relied on Naive Bayes Classifier (NBC) 

to construct the Intrusion Detection System (IDS) is 

introduced. However, still, it has the limitation that 

different conditional attributes are independent of each 

other under the condition that the class decision attribute is 

known. At the same time, NBC considers that the 

conditional probability of each condition attribute has the 

same influence on results, which simplifies the algorithm 

logic and minimizes the computational complexity. 

Therefore, the proposed IDS model gives a certain weight 
to network intrusion features based on the impact of 

different features. The modified Naive Bayes algorithm 

follows the social spider optimization algorithm. 

A. Clustering and cluster head selection 

Effective cluster formation is carried out by using 

Emperor Penguin Optimization (EPO) [36]. After that, the 

selection of CH is processed by a fuzzy strategy with a 

Genetic Algorithm (GA) [37].   
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Fig. 2 Clustering and Cluster Head Selection 

Both the random waypoint and the random direction 

models are similar. But only the difference is to travel and 

reach the destination. A direction is selected uniformly and 

randomly in the random direction model, whereas, in the 
random waypoint model, a destination is selected 

randomly. The node waits for a particular time upon 

reaching the boundary. After that, an alternative direction 

is selected uniformly and randomly. Hence, for the 

evaluations, a homogeneous distribution mobility model is 

provided. 
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Fig. 3 Proposed Cluster-Based  Intrusion Detection 

Technique 

For intrusion detection, a trust model-based algorithm is 

presented. When an intrusion is suspected by a thi  cluster 

node in the first layer, the information is sent to the cluster 

head ),1( iCH . Then this information about the malicious 

node is sent to the second layer's cluster head 2CH . All 

the cluster heads in the first layer are then informed 2CH
. Then the malicious node information is passed to all the 
cluster members by their cluster heads.    

B. Trust management scheme for cluster-based intrusion 

detection 

The major aim of the research is to make an IDS to the 

MANETs using cluster head and for classifying normal 

and malicious nodes, which degrade the performance of a 

network. The communication characteristics of 

neighbouring nodes are monitored by every member node 

in the clustered MANET. This collected data is then 
spontaneously transmitted to the CH. Based on the 

observed statistics of the evaluation node and the 

suggestions obtained from the neighbouring nodes, the 

cluster head calculates the trust score. Once the reputation 

of every node in the cluster is calculated, then it is saved in 

the cluster head.  

a) Trust model 

One node's belief about another, based on prior 

experiences, knowledge of entity behaviour, and/or 

recommendations from trustworthy entities, is referred to 

as trust. Based on D–S theory, the observation of the 

subject and the third party's suggestions can be utilized to 

determine the trust value. When the behaviour of an object 

is changed, then this trust value will be varied. Hence, the 
trust model comprises the following processes: (i) The 

Direct Trust Value (DT) among the object and service 

subject is calculated, and this value can be updated based 

on the perspectives of services (ii) The indirect trust values 

(IT) can be obtained by the service provider from member 

nodes using behaviour estimation (iii) The value of total 

trust can be obtained by synthesizing the DT and IT value. 

The historical behaviour of direct contact is used to 

obtain the DT value in an entity. When an entity can't 

obtain the DT value, then the IT value will be calculated 

using the suggestions from third parties. At last, the 
weighted average algorithm is utilized for obtaining 

comprehensive trust value on the basis of the DT and IT 

value. 

1) Direct trust value computation 
Let DT be the direct trust value, and the judgement of 

the trust is represented as
zC . The DT between node m and 

node n can be calculated based on D–S theory: 

      FTpalFpalTpalDT znmznmznmznm ,,, ,,,,,,,,     (1) 

Where T ,  F and  FT , denote entity trust, entity 

distrust and entity uncertain event, respectively.  pal  

Represents the basic reliability which indicates the 

occurrence degree of the event. It 
znmDT ,,

 can be 

calculated in two phases: initialization and update. Based 

on D-S theory, the computation of 
znmDT ,,

 being subject 

to the number of trust
1z , distrust 

1z  and uncertain 

1z behaviour. These behaviours will be updated 

continuously. If  111 ,,  zzzzC  , then the 

following expression is used to update the behaviours. 







 

)( 321

1

uuuU

UCC zz
                         (2) 

Where u1, u2, u3 are 0 or 1, and u1 + u2 + u3 = 1. The 

following two conditions must be considered while 

calculating the DT value between node m and node n: 

 The evidence of trust is vacant when the node m isn't 

monitored the node n in the earlier context, i.e. 

 0,0,01 C Hence, the maximum value is 

achieved by DT value due to the level of uncertainty 

between node m and n, i.e. )1,0,0(1,, nmDT . 

 When nth node's trust evidence is acquired earlier, i. 

e. 

 0001 ,, C , then the DT value can be 

computed by: 



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      (3) 

 

2) Indirect trust value calculation 

The third parties will recommend indirect trust value. 

Consider, 
k

nmRT ,  to represent the recommended trust (RT) 

value of m on n defined by the recommended node k, and 

nkDT ,
denotes the DT value of k on n. Hence, the 

neighbouring nodes of node n are used to determine its IT 

value. Let nkkm

k

nm DTDTRT ,,,  , where, the 

neighbouring node is denoted as k, and the transfer 

operator is denoted as  . Then

     FTpalFpalTpalRT jijinm

k

nm ,,, ,,,,  , where 

 Tpal nm,
represents the probability of the node m 

suggests node n as real. Because of

     TpalTpalTpal nkkmnm ,,,   Then: 

           FpalFpalFpal nkkmji ,.,    (4) 

              FpalFpalTpalTpalFTpal nkkmnkkmji ,,,., 1, 
(5) 
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The trust value transfer may include enormous 

neighbouring nodes, which will be computed synthetically. 

If the set of neighbourhood nodes is )( nmNeighbor   

, then the following expression is utilized to compute the 

IT value: 





kmNeighborkk

nknm ID
nmNeighbor

RT
,,1

,,
)(

1                (6) 

3) Final Trust score Calculation 

The DT and IT values need to be combined to determine 

the exact trust value. The final trust value based on 

Equations (3) and (6) is given as: 

nmnm RTDTTrustFinal ,,             (7) 

The eventual basic trust value transfer can be obtained 

by adopting an adaptive synthesis process. Because the 
complexities present in the computation will increase the 

cost of energy. The node n is recommended as trust node 

by the subject node m when the decision model fulfils the 

following condition: 

     

  

     
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



TTpalTpal

TTpal

TpalTpal

nmnm

nm

nmnm

,

,

,,

,

,,




                     (8) 

And node n is added into the mth node's trustworthiness 

list. A similar procedure is used to mark node n as distrust 

or uncertain.  

Here, the data are aggregated that forms a data 

processing cycle. In every iteration, the security data 

aggregation procedure consists of 2 phases: setup and data 

transmission. In the setup, the clusters are created, and 

then CHs are chosen from every cluster. An authentication 

is given to the cluster head to manage their member nodes 

and coordinate the transmission time moderately. During 
the data transmission stage, the collected data are 

transferred to the cluster head by the member nodes. The 

data are aggregated in the CH, and then it will be 

transferred to the CH of the neighbouring cluster.  

b) Steps for malicious node detection 

The detailed steps for the malicious node detection 

procedure are provided below: 

1: A request is sent to the neighbouring node m by the 

CH to demand the monitored data.  

2: The cluster head identification is checked by node 

m. If node m belongs to this cluster head, then the 

data (collected statistics) are condensed and 

transferred to the cluster head. Or else it will discard 

the request message.  
3: The DT value is combined with the IT value 

obtained from the neighbouring nodes of node m, 

that is ) ()( headclustermemSetmNeighbor 

. Where cluster head's membership nodes are 

denoted as ) ( headclustermemSet this value is 

the final trust value of node m.  

4: The node m will be judged by the CH using the final 

trust value. The data obtained from node m will be 
aggregated if it is credible. It preserves the data in 

memory when its status is uncertain. The identity of 

the node m will be broadcasted by the cluster head 

when its status is distrust. Then, the data collected 

from this node will be discarded.  

5: The data broadcasted from neighbouring node n is 

received by node m. Based on the decision interval, 
it will check the credible status of node n.   

6: The transmission behaviour of the neighbouring 

node is monitored by the node m constantly. The 

neighbouring node's behaviour is considered normal 

when it properly transmits and receives data. If not, 

such a node is considered an abnormal node. The 

node m updates its neighbourhood behaviour table 

based on the monitoring results. Based on this, the 

value of 
1z and 

1z will be increased.  

7: The direct trust value will be estimated based on 

these updated values of
1z , 

1z and
1z  . The 

neighbourhood node trust list will reserve this value, 

and it will be utilized for evaluating the trust value 

in the subsequent round. 

After finding the malicious node, it is essential for 

finding the type of malicious node. For identifying the type 

of malicious node, there is a need for feature extraction 

from the detected pattern. 

C. Features of Interest  

In this context, the features of interest are found out for 

a particular node which is useful for finding the type of 

attacks presented in the node. Choosing an optimum 
feature set is a complex process while doing the processes 

related to classification. Various factors are considered for 

the IDS in advance of choosing the features to be 

examined [30]. It must be capable of detecting and 

monitoring itself if an attacker compromises it. However, 

there should be a compromise between efficiency and 

effectiveness in selecting a feature set. The accessible 

traffic features are analyzed to monitor the radio range 

cluster. Every traffic feature is composed of subsequent 

concerns. From various sources and several layers, the 

packets are transmitted. The transmitted packets can be 
TCP data packets or route control message packets 

forwarded at the observed node. The route error message, 

request, and reply are included in the route control 

message packet. 

The flow direction and the packet type are considered 

the first two attributes of the traffic feature. The flow 

direction considers the count of packets dropped, 

forwarded, sent or received. The packet type can be route-

specific or data specific. The interesting information is 

routing control packet flow direction, MAC packet type, 

size of each packet, destination port, source port, a 

destination address, and source address. The packets are 
monitored by the local IDS in each node for every 

particular time to gather this information. For producing 

the desired features, once the raw data are gathered, they 

are processed by a simple program. Following feature 

vectors are used for the processing. 
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(a) Packet dropping rate with respect to the j-th node 

 

        


n

i viivjjjdrop cdropcdropR
1

ReRe         (9) 

(b) Packet sending rate with respect to count 
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


1i

ijcountsend sendsendR
j

        (10) 

(c) Packet sending rate concerning the size 

     



n

i
jcountsendjcountsendjsizesend RRR

1

 (11) 

(d) Rate of changing the destination address 

   



n

i
sendsendj ij

AAA
1

            (12) 

(e) Rate of changing port destination 





n

i
sendsendj ij

ppP
1

            (13) 

(f) Rate of changing position 




 
n

i
positionpositionjposition ij

TTR
1

           (14) 

(g) The rate at which j-th node generates route request    

    



n

i
ijRREQ RREQRREQR

j
1

           (15) 

(h) Normalized Routing - Load 

  
    i

n

i
ijjnormalized vrecrouterecvrouteL

j




1

          (16) 

(i) Packet delivery ratio (PDR) 

  i

n

i
ijjdeliverypacket vrecsendrecvsendF 




1

    (17) 

The following section explains the parameters used in 

the feature vectors. 

jdropR is the count of dropped packets by the j-th 

cluster node, 
vjcRe  denotes the count of received packets 

by the j-th cluster node,   jcountsendR indicates the 

count of transmitted packets by j-th cluster node based on 

the count,   jsizesendR denotes the overall size of 

transmitted data by the j-th cluster node, jA is the count 

of addresses of destination for forwarding the data packets 

by the j-th cluster node, jP represents various ports of 

destination for transmitting data by the j-th cluster node, 

jpositionT represents the position changing time by the 

j-th cluster node, 
jRREQ denotes the count of route 

requests by the j-th cluster node, 
jRREP denotes the 

count of route replies done by the j-th cluster node, 
jroute

indicates the count of routing packets transmission by the 

j-th cluster node and n denotes the total count of network 

nodes. 

D. Classification of Intrusion with weighted Naive Bayes 

classifier (WNBC) 

This proposed classifier is used for finding the type of 

attack patterns based on features of interest. By 

considering that the variables are not dependent, the 

WNBC based classification solves this problem and 

considers conditional independence. For simplifying the 

computation, this assumption is made, and hence it is 

assumed to be "Naïve", and here learning complexities are 

reduced using social spider optimization. Moreover, high 

speed and accuracy are achieved when this approach is 
employed in large datasets.   

The following subsections provide a more technical 

description of the classification.  

a) Weighted Naive Bayes Classifier 

This method gives conditional attributes for 

classification in which the resultant attribute (weight is 1). 

To replace the prior probabilities in the basic Naïve Bayes 

approach, the researchers propose a method based on the 

above observations by combining the Naïve Bayes 

classifier with various feature weighting approaches. In 

attack pattern detection, weighted prior probability is used 

in the proposed method to enhance the classification 

performance. Different weights are provided for different 

attributes based on classification importance, and this 
method is named weighted naive Bayes [31]. The weighted 

Naïve Bayes model is given as in the below equation,    

      k

i

w
ik

n

K
i

CC
cFpcpFC |maxarg

1





    (18) 

Where the weight of attribute k  is represented as kw , 

in the classification, the impact of the attribute is high if 

the attribute weight is high. Determining the weights for 

various attributes is important in the weighted Naïve Bayes 

method. Therefore, the SSO algorithm is used to solve this 

issue.    

 

b) Social Spider Optimization (SSO) algorithm for 

weighted Naive Bayes 

The SSO algorithm [27] provides the optimal weights 

based on the membership functions. Each data from the 

sample is known due to the need for training features in the 

Bayesian classification. An important factor is to construct 

the membership function. In its own category, let the 

probability of data X be large if the probability of record 

should be large. However, in the other categories, the sum 

of probabilities of the data X should be minimum. A 

simple membership function is constructed based on this 

concept.        

    ii cFpcFpf |~|  (19) 

The sum of probabilities of data that doesn't belong to 

ic  the class is referred to as   icFp |~ . Using the SSO 

algorithm, the optimal weights are estimated for each 

record. After getting the optimal weights, the average of 
the weights of all features is estimated.  

The algorithmic steps of SSO are given in table 1. 
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Table 1. ALGORITHMIC STEPS FOR SSO FOR 

WNBC 

Step1: Read into the input features to calculate the 

first record's weights. Assign memory and generate 

the spider's population 

Step 2: Each spider's 
tar
sv  is initialized. 

If the ending conditions are not completed, then do 

Step 3: Calculate equation (19) for measuring fitness. 

Step 4: Estimate intensity vibrations and position 
vibration  

End if 

Do pop for each spider 

Step 5: Estimate vibrations intensity and Select the 

strongest vibration 

Step 6:While  
best
sv intensity is greater than 

tar
sv

then, Store 
best
sv  as 

tar
sv  

             End while 

Step 7: Update sC . 

Evaluate r random number from [0,1] 

If CPR  then 

Step 8: Update ms dimension mask. 

            End if 

Step 9: Originate
FO

SP  

Step 10: Achieve an arbitrary walk. 
Step 11: Specify constraints violation. 

Step 12: When the weight evaluation data is finished, 

then stop; or else, start to evaluate the weight of the 

next record. 

Step 13: Compute an average value of all weights. 

 

E. Intrusion classification mechanism 

A global alert message is launched, and a node initiates 

the process of cooperative identification once a neighbour 

node is detected as malicious. Using the linear opinion 

pool method, each node shares the self-evaluated 

probability values, and a combined decision is made.    

 

i

n

i
icombined PWp 




1

  (20) 

 

Where the weights of each probability iP  are 

represented as iW  , and it has equal value when

1 iW . After combining the probability values, the 

system goes into the intrusion reaction stage if the final 

value > threshold value. Table 2 shows the corresponding 

feature vectors for intrusion behaviour.   

 

Table 2. CORRESPONDING FEATURE VECTORS 

FOR INTRUSION BEHAVIOUR 

feature vectors name Present Attack 

Sending rate (based 

upon total size) 

Malicious activities-based 

Flooding attack 

Sending rate (packet-

count)  

Flooding attack based 

malicious activities 

Drop rate  Attack related to packet 

dropping 

Fraction related to 

packet delivery 

Sleep Deprivation 

Rate of changing 

destination ports 

in packet sending 

Malicious Flooding attack 

Position Changing rate Data combination 

Destination changing 

rate 

address in packet 

sending 

Malicious Flooding attack 

 

Route Reply Rate Routing table overflow 

Normalized Routing 

Load (NRL)  

Routing table poisoning 

Route request Rate  Rushing attack  

 

a) Global Reaction 

In ad hoc networks, the intrusion reaction depends on 

the applications of network protocols. Some of the 

reactions are given below. 

1) Between the nodes, the communication channels are 

re-initialized 

2) The compromised nodes are identified 

3) Exclude the compromised nodes, and the network is 

re-organized 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

Here a developed model is implemented based on the 

sensing of data. Simulation is carried out with node 

availability, sensing range, transmission range and variable 

node density. In this domain, the nodes are arranged to the 

identical transmission. Simulation is carried out in 

Network Simulator 2 (NS-2) platform. By using some of 

the QoS parameters, the performance values are evaluated. 

The nodes are re-organized identically for the consecutive 

simulations in the system area. The proposed method 

(Weighted Naïve Bayes based Social Spider Optimization 

(WNBSSO) is compared with the recent existing works 
[32-35] 

An experimental simulation is organized with 100 nodes 

with the same frequency B = 1 Mbit/s, and it has initial 

energy of 1J/bit/m2. Table 3 shows the performance used 

in the simulation. 
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Table 3. PARAMETERS USED IN SIMULATION 

Parameter value 

Packet sending rate 1 packet/sec 

Sink node 1 

Initial energy 1J 

Source node 1 

Total number of nodes 100 

Sink node 1 

Total number of a relay node 98 

Packet size 1024 bits 

Distance between adjacent 

nodes 

100 m 

Total number of nodes 100 

Deployment area 50m ×2500m 

A. Throughput )(T  

It's the overall packets sent to the target node 

successfully over a given time period. Bits per second 
(bps) is a unit of measurement that ranges from 0 to 100. 

When T  it is high, the evaluation of the developed 

method is high, and when T  it is low, it is minimum. It is 

given as: 

durationTime

dtransmittepacketsofNumber
T   (21) 

 
Fig. 4 Comparative analysis for throughput 

 

Figure 4 demonstrates the comparative analysis of 

throughput )(T . T is low when there is a higher amount of 

nodes and large when there are fewer number nodes. In 

this figure, the proposed NBSSO achieves 17 bits/sec for 5 

nodes, 15 for 10 nodes, 14.3 for 15 nodes, 13.9 for 20 

nodes and 13.5 for 25 nodes. Compared with two existing 

algorithms, the proposed approach yields better 

performance. In the case of RTM [32], it yields the worst 

performance (i.e., it produces minimum value for the 

throughput) than ANFIS [33] classifier. 

B. PDR 

It is considered the ratio of the total of data packets 

reached the destination to the sum of transmitted data 

packets. 

rtransmitte

bydtransmittepacketsdataofsum

receiver

byreceivedpacketsofSum

PDR 
 (22) 

 

 
Fig. 5 Comparative analysis for packet delivery ratio 

PDR must be maximum in case of effective transfer 

(Figure 5). When the PDR is high, the receiver can get all 

the data packets without losing any information. Here the 

PDR is maximum with a minimum number of nodes. In 

this figure, the proposed NBSSO achieves 97 % for 5 
nodes, 95 for 10 nodes, 93 for 15 nodes, 90 for 20 nodes 

and 88 for 25 nodes. On comparing with the existing 

algorithms, the proposed work yields better performance. 

In the case of EPT-WBC [34], it yields the worst 

performance (i.e., it produces a minimum value for the 

packet delivery ratio) than the fuzzy detector [35].  

C. Average packet loss ratio 

It is described as the ratio between the overall amount of 

data loss within a particular period and the total amount 

produced at the particular node. This is given in 

percentage, and it ranges from 0 to 100.  

%100
n

lostpacketsofNumber
ratiolosspacketAverage

  (23) 

 
Fig. 6 Comparative Analysis for Average Packet Loss 

Ratio. 
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Figure 6 depicts the number of packets generated within 

the time. If the network has more nodes, then the average 

packet loss ratio is high and vice versa. The average packet 

loss ratio for the proposed system is 1.8, 3, 3.5, 5 and 5.5 

for 5, 10, 15, 20 and 25 nodes. On comparing the three 
algorithms, RTM [32] yields less performance.  

D. DR 

It is expressed as the ratio among the count of exactly 
determined malicious nodes and the total count of 

malicious nodes in the network. In this paper, the 

malicious node is determined based on the type of attack. 

It is evaluated in percentage, and it varies from 0 to 100. It 

is formulated as, 

%100
det


nodesmaliciousofsum

ectednodesmaliciousofNumber
DR

(24) 

 

 
Fig. 7 Comparative analysis for detection ratio 

 

Figure 7 depicts the evaluation study of the proposed 

IDS in MANET based on detection ratio. This ratio 
depends upon the overall malicious nodes. When it is high, 

the detection ratio is low, and the ratio is high, with a 

minimum number of malicious nodes. So the performance 

of the work is high with the maximum detection ratio. In 

NBSSO, the values of the detection rate are99.2, 98, 97.3, 

96 and 95 for 5, 10, 15, 20 and 25 nodes. Compared with 

the two existing techniques, RTM [32] obtains a minimum 

detection rate than ANFIS [33], and since proposed, 

NBSSO has enhanced capacity for malicious detection. 

E. Energy consumption 

Energy consumption is huge when there are more 

malicious nodes. 

 

  TXRXnconsumptio EnodesofnumberEE   (25) 

 

 
Fig. 8 Comparative analysis for energy consumption 

Equation (19) is taken from [29], and it illustrates the 

evolution comparison of the current method with existing 

techniques. Figure (8) explains the performance of 

detection techniques for the proposed malicious node 

detection method. So energy consumption is more when 

more malicious nodes are presented in the network. In 

NBSSO, the values for the energy consumptionare6, 10, 
11, 18 and 19 for 5, 10, 15, 20 and 25 numbers of nodes, 

respectively. Compared with the two existing techniques, 

RTM [32] obtains maximum energy consumption than 

ANFIS [33] and since the proposed NBSSO has enhanced 

lifetime for a large time. 

F. Discussion 

Providing security for MANET is a complicated 

process. It is necessary for securing the network over 

intrusions in MANET to assure the development of the 

service. For this purpose, the proposed NBSSO is 

introduced. The graphical analysis shows that the existing 

models like RTM and ANFIS, EPT-WBC and fuzzy 

detector obtains poor results compared to the proposed 

NBSSO on PDR, throughput, DR, and Average packet loss 
ratio. These models attained poor results since they require 

a huge amount of time to process, and there is no 

guarantee for authentication of the public key. The 

proposed model attained better results due to optimal CH 

selection. 

Further, the proposed NBSSO performs the trust of 

nodes based on authentication. Features of interest are 

useful to find the kind of attacks that occurred in the node. 

The proposed classifier WNBC with SSO optimization is 

used to find the attack patterns based on features of 

interest. Hence, it is proved that this model can ensure 
security for the network over harmful intrusions. 

V. CONCLUSION 

This work motivates an efficient way to detect intrusion 

behaviour in MANET. Here malicious classification is 

done with a weighted hybrid naïve Bayes classifier 

prospered in identifying and separating malicious nodes 
using NS-2 simulation. Similarly, the proposed work 
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concentrated on attack pattern classification with high 

efficiency. This work can detect malicious nodes from the 

mobile nodes before they start dropping data packets. So 

the network energy is consumed, and it can be processed 

for a long time. Simulation has been performed on the NS-
2 simulation tool; the current detection scheme effectively 

notices the malicious nodes then avoids misbehaving acts. 

Thus the results enhance the system performance over 

throughput, energy consumption, average packet loss ratio, 

detection rate and packet delivery rate. 
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