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Abstract - Nowadays, businesses move towards digital platforms for their product promotion and to improve their overall 

profit margin. Customer reviews determine the purchase decision of the specified products in the e-commerce system in this 

digital world. In this case, reviewing products before buying is the common scenario in this current world. It will help the 

buyers to buy quality products at affordable prices. On this basis, it is necessary to implement deep learning techniques to 

analyze the sentimental tweets of customers based on their product ratings. The study planned to propose an enhanced BERT 

algorithm in feature extraction on sentiment analysis with a large data set and hybridized deep Bi-LSTM-GRU neural 

network for the classification process. 

Consequently, amazon products' customer review datasets are employed for the analysis. The review about mobile 

phones is retrieved from amazon for the sentiment analysis. Initially, the data was preprocessed to increase the accuracy 

and performance of the classifier. Further, the feature extraction is done to reduce many data into accurate ones with BERT 

(Bidirectional Encoder Representations from Transformers) algorithm. It isn't easy to evaluate the review sentiments without 

efficient classification. After this process, the study analyses the performance of the deep Bi-LSTM-GRU neural network 

method with the existing method. Finally, the study concluded that the proposed algorithm achieved 97.87, 98.36, 98.89, and 

98.47, respectively, based on the accuracy level, frequency, precision, and recall measures. These performance measures are 

higher than the existing algorithms developed in the studies. The study achieved more accuracy and efficiency through the 

proposed deep Bi-LSTM-GRU neural network method in sentiment analysis on mobile phone reviews in the amazon e-

commerce system. 

Keywords - Sentiment analysis, Feature extraction, BERT, Bi-LSTM, GRU neural network. 

 

1. Introduction  
In past decades, the world has moved towards online 

platforms, especially in the covid-19 pandemic situations. 

The e-commerce system has emerged, and the people are 

moved to online buying based on customer reviews and 

ratings; in this case, reviewing products before buying is the 

common scenario in this current world. It will help the 

buyers to buy quality products with affordable processes. It 

will reduce the cheating happening in the e-commerce 

system [1]. Based on this current situation, it is necessary to 

implement deep learning technique's to polarize the large 

data of reviews into positive, negative, and neutral. It will 

help the customers understand the product reviews easily to 

take their buying decisions on the particular product. On this 

basis, it is necessary to implement deep machine learning 

techniques to analyze the sentimental tweets of customers 

based on their ratings of products [2]. The study planned to 

propose a hybrid of deep Bi-LSTM-GRU neural networks 

for the classification process. It enhanced the BERT 

algorithm's feature extraction on sentiment analysis with 

many data sets [3]. The enhanced BERT algorithm will 

perform faster than the existing developed algorithms. The 

BERT protocols are commonly used in the ATSA (Aspect 

term sentiment analysis) task. The BERT (bidirectional 

encoder representations from transformers) algorithm is 

used in this stage for the accurate feature extraction process. 

It trained on 2.5 billion words and applied in bidirectional 

learning to acquire the context of words for both right to left 

and left to right simultaneously [4]. It was used in the bi-

directional transformers to pre-train the unlabeled data and 

later fine-tuned the pre-trained data set. It is widely used to 

improve several natural language processing tasks like 
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sentiment analysis, word segmentation, question answering, 

and named entity recognition. In the pre-training stage, the 

BERT algorithm has been applied to optimize the training 

process by this enhanced semantic process [4].   

 

The Bi-directional LSTM is an extension of the existing 

LSTM method, which improve the performance of the 

sequence classification problem. Bi-LSTM trained two 

LSTMs instead of one LSTM method for forwarding and 

backward processing. For the data set training process in 

terms of speed, GRU (Gated recurrent units) are 29.3% 

faster than the existing methods for processing the data sets 

[5]. For this purpose, this study combined the Bi-LSTM 

method and GRU method for better efficiency and faster 

process in many data sets. Based on these advantages of 

each method, the study proposed a novel deep Bi-LSTM-

GRU neural network method, which has been developed to 

train the dataset for sentiment analysis to get accurate and 

efficient results for the study[6]. 

 

1.1. Contributions of study 

The following are the major contribution of the study,    

• To enhance the feature extraction process in 

sentiment analysis through the enhanced BERT 

method 

• To propose hybridized deep Bi-LSTM-GRU neural 

network for an effective classification process in 

sentiment analysis 

• To compare the effectiveness of enhanced deep 

learning techniques with the existing methods in 

terms of accuracy, precision, frequency measure, 

and recall, 

• To obtain high accuracy in sentiment analysis with 

a large number of data sets based on the customer 

reviews and ratings 

 

1.2. Paper organization 

The structure of the proposed study is organized in the 

following sections. Section II presents the related literature 

studies for the sentiment analysis, Bi-LSTM, GRU, and 

BERT algorithm. Section III discusses the proposed work to 

extract and classify data sets. Section IV elaborates the 

analysis of the results from the proposed method, and its 

conclusion is expressed in Section V. 

 

2. Review of Literature  
A product review plays an important role in e-

commerce, which allows the customers to get information 

about product quality, price, and durability to take 

appropriate decisions on buying goods[7]. Using MRC 

(machine reading comprehension) on the formal documents, 

this paper targeted the possibility of turning customer 

reviews into a wide source of knowledge that will be 

exploited to answer the user questions. It is stated in nature 

RRC (review reading comprehension). There are no existing 

studies done on this area of RRC. The data set has been 

selected for the sentiment analysis in this process. Since the 

review, RC has limited training examples for the RRC. The 

study explored the novel post-training method with the 

popular language protocol BERT developed to enhance the 

performance of fine-tuning for RRC. 

 

The BERT algorithm has been implemented in the post-

training process on review-based tasks like aspect sentiment 

classification and aspect extraction in the sentiment 

analysis. Finally, the result of the study stated that the 

proposed post-training method with the BERT algorithm is 

effective compared to other existing protocols [8]. Similarly, 

[9] has investigated extraction from documents, which 

aimed to retrieve the association between the words in the 

paragraph. The relation extraction contains longer and more 

entities than the next level and sentence level. It leads to the 

document-level extraction process being the hardest one. 

The document-level- entity mask method with information 

types has been developed to solve these problems. It will 

mask each entity with special tokens. In this process, the 

BERT algorithm has been developed based on the model 

that predicts the relationship between the entities by 

processing the text once. The study tested the proposed 

model on the DocRED data set, the large-scale open 

domain-document level data set on relation extraction 

entities. However, the result of the study indicated that the 

manually annotated part of the DocRED dataset, the 

proposed method obtains 6% improvements compared to 

the existing state-of-the-art model, and the performance of 

the BERT protocol improved by 5% compared to the 

existing protocols. Accordingly, [10] has stated that the 

early sentiment analysis on the level of sentence and text 

believed that the text has only one sentence. The 

phenomenon would cover the details of sentiments, and it 

isn't easy to fine-tune the people's sentiments fully. It leads 

to wrong information in decision-making about the 

products. 

 

Moreover, the existing sentiment analysis method 

mainly focused on the recurrent neural network and the 

attention mechanism. It lacked emotional sensitivity on 

aspect words. This study performed an effective sentiment 

analysis using ALM-BERT to construct the feature location 

model to overcome these gaps. In this study, the pre-trained 

BERT model has been developed to extract the information 

from the comment context. Aspect-based sentimental 

feature extraction method has been used to learn features 

from the aspect words and the information about the aspect 

words.  

 

Nowadays, the BERT protocols have been widely used 

in the ATSA task. Furthermore, [11] suggested that the 

semantic relevance of aspect word hiding vectors and 

context hiding vectors are poor. These are easily affected by 

irrelevant words. Hence, the novel CGBN model has been 
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proposed with the BERT algorithm in the sentiment 

analysis. Using this protocol, the aspect word hiding vectors 

and context hiding vectors have effective semantic relative 

data extracted instantaneously. 

 

Moreover, the paper proposed a new interactive gating 

mechanism, the co-gate proposed method. Compared to the 

existing methods, it effectively reduced the noisy words and 

captured the emotional semantic features effectively. In this 

paper, the pre-training and post-training have been 

implemented in the BERT protocol to enhance the 

suggested model. Finally, the experiments and analysis 

proved that the BERT algorithm performed effectively in 

the pre-training and post-training process in the sentiment 

analysis. Consequently, [12] stated that aspect-based 

sentiment analysis, which is intended to predict the 

sentiment polarities of the provided information, is the 

challenging one in the research area. Recently, the enhanced 

BERT proposed method has been used in sentiment 

analysis. In many contexts, the input form for the BERT 

algorithm is only the word sequences that don't provide the 

extra contextual data. 

 

To address these challenges, the study aimed to 

introduce the novel method of the GBCN model, which 

used the gating mechanism by the context-aware aspect 

embedding to control and enhance the BERT proposed 

method for the aspect-based sentiment analysis. In the first 

stage, the input text is fed into the BERT, and it refines the 

context embedding separately. These refined embeddings 

consist of the most significant and correlated data in the 

context. Then, the study employed the gating mechanism to 

control the propagation of features from the BERT output 

with the context-based embedding. The result of the study 

revealed that the achieving rate of the suggested model and 

enhanced BERT is 88% and 92.9%, respectively, compared 

to the existing methods. Likely, [13] stated that deep 

learning techniques have emerged as significant in artificial 

intelligence to derive insights and performance prediction 

processes from a large volume of data. Among many 

succeeding processes in deep learning methods, sentiment 

analysis is one of the most important [14]. Opinion mining 

or sentiment analysis is finding people's opinions about the 

goods and services of a particular business. This paper 

investigated sentiment analysis of the Amazon e-commerce 

system based on customer reviews using LSTM and GRU 

methods. The hybrid of the LSTM-GRU method has 

provided more efficiency and effectiveness in sentiment 

analysis. Finally, the study concluded that the prediction of 

sentiment tweets on Amazon Company had been done 

effectively using LSTM-GRU compared to the existing 

algorithms done in sentiment analysis [15].          

 

 

The review by customers serves as feedback on the 

quality of products, enhancing business opportunities. This 

study aimed to predict consumer opinion about mobile 

phones based on their reviews. Moreover, it analyzes the 

most significant factors behind reviews which segregates 

even positive, negative, and neutral. It will increase the 

company's business and helps the buyers to make the right 

decisions based on the reviews. In this study, the data has 

been preprocessed, then converted into text to vectors using 

the feature extraction process, and moved to the 

classification process. In this stage, the following algorithm 

has been developed: logistic regression, SGD, naive base, 

and CNN. 

 

Furthermore, the study applied the lime technique to 

suggest the analytical reason for reviews classified as 

negative-positive and neutral. Finally, the experiments 

revealed that CNN with the word2vec feature extraction 

technique provided the best result for balanced and 

unbalanced data sets. Moreover, the analysis for 

handwriting recognition using the 8 LSTM showed the scale 

of the analysis. The hyperparameters used during the 

analysis needed optimization, which was done by the 

random search technique. Later it was evaluated using the 

ANOVA framework. The results revealed that the model 

had improved performance compared with other relevant 

models. 

 

Moreover, the tuning of hyperparameters can be 

adopted effectively by using them individually[16]. In 

another study, the hybrid approach of GRU and LSTM was 

adopted for the sentiment analysis. And as a result of the 

study, the approach had shown better performance than the 

current studies [17]. Deep Bidirectional Wavelet Sequence 

(DBLSTM-WS) is used for the classification along with the 

LSTM network. And evaluated with other variants of 

LSTM, and the results from the experiment showed the 

approach was effective for the classification [18]. 

 

3. Proposed System  
This section explains the proposed flow based on the 

preprocessing, feature extraction, and classification method. 

The amazon product's customer reviews are the data set 

taken for the analysis. The review about mobile phones is 

retrieved from amazon for the sentiment analysis. Initially, 

the data was preprocessed to increase the accuracy and 

performance of the classifier. Further, the feature extraction 

has been done to reduce many data into accurate ones with 

the BERT (Bidirectional Encoder Representations from 

Transformers) algorithm. It is difficult to evaluate the 

review sentiments in the proposed study text mining without 

a classification process. The hybrid method has been used 

for classification; it combines deep BI-LSTM and GRU 

neural networks to analyze the huge amount of data with 

accurate results and low processing time. 
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Fig. 1 The proposed flow of sentiment analysis 

 

 

3.1. Data set Description 

The data set has been taken from amazon online 

shopping customer reviews about unlocked mobile phones. 

The reviewer comments on their review based on a scale 

rating from 1 to 5, and they provide their ratings based on 

their purchase experience and product quality. The mean 

value has been calculated from the final product ratings. 

4410 reviews of mobile phones sold through amazon.com 

have been taken for analysis. The product name, price, 

brand, ratings, and review text have been used for the data 

analysis process. The dataset has been taken from 

https://www.kaggle.com/. The amazon.com revealed above 

4,00,000 reviews, and the 4410 reviews for unlocked mobile 

phones have been taken from the Amazon unlocked 

mobile.CSV file, size 132 MB. This data has been used to 

predict the sentiment reviews of customers based on the 

quality of unlocked mobile phones. 
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Fig. 2 Review votes distributed for different prices and different ratings 

 



Madhuri V. Joseph / IJETT, 70(5), 131-144, 2022 

 

136 

 
Fig. 3 Top 10 reviews on products 

 

 
Fig. 4 Top 10 reviews on brands 

 

 Fig. 5 Top 10 Negative Reviews On Products 
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Fig. 6 Correlation matrix on ratings and price 

 

3.2. Preprocessing process 

In this process, the data has been preprocessed to 

increase the accuracy and performance of the classifier. The 

data has been included in the text reviews in the English 

language. The unclear text review data has been removed in 

this process, and the accurate data has been taken for the 

analysis. The difficult words to interpret and analyze are 

removed in this stage. Similarly, the punctuations, white 

spaces, and stop words are removed because it is difficult to 

process for data classification. The stop words like I, a, is, 

an, as, are, at, on, in, to, from, was. or, what, this, will. etc,  

are difficult to interpret for sentiment analysis. These are 

removed in this stage. All the text has been converted into 

the lower case in the preprocessing stage.    
 

3.2.1. Lemmatization 

Lemmatization is the first stage of text preprocessing; it 

reduces inflected words accurately, ensuring the root words 

with similar meanings. For example, sing, singing, and 

singing are all types of the word sing; it is the root word. 

Therefore these words changed into root words. 
 

3.2.2. Stemming 

Stemming is the second preprocessing process that 

reduces the words into their stem, affixes to prefixes, and 

suffixes. Stemming is an important process in natural 

language processing and natural language understanding. 

For example, sit and sitting sat are converted into stem 

words sit.  
 

 

3.2.3. Tokenization 

Tokenization is the process of segregating the sequence 

of sentences into individuals like phrases, keywords, and 

symbols are the tokens. In this process, the punctuation 

words have been discarded. The tokens are worked as the 

input process in the text preprocessing stage. 
 

3.3. Feature extraction  

Feature extraction is the process of reducing the number 

of features in the data set to increase the efficiency and 

performance of sentiment analysis. In this process, the 

proposed BERT algorithm has been used for an accurate 

feature extraction process. In this process, feature extraction 

identified the reviews by customers on the mobile phone 

ratings and the sentiment predictions that identified the 

opinions by deciding sentiments as negative, positive, and 

neutral. It was finally summarized after the classification 

process.  

 

3.3.1. BERT algorithm 

The BERT (bidirectional encoder representations from 

transformers) algorithm is used in this stage for the accurate 

feature extraction process. It trained on 2.5 billion words 

and applied in bidirectional learning to acquire the context 

of words for both right to left and left to right 

simultaneously. It was used in the bidirectional transformers 

to pre-train the large unlabeled corpus and fine-tune the pre-

trained data set [19]. It is widely used to improve several 

natural language processing tasks like sentiment analysis, 

word segmentation, question answering, and named entity 

recognition. The BERT algorithm has been applied to 
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optimize the pre-training process by this enhanced semantic 

task in the pre-training stage. The figure-1 states the overall 

architecture of the BERT algorithm and the transfer module. 

The input of the BERT algorithm consists of segment 

embedding, word piece embedding, and position 

embedding. The word embedding is initialized randomly, 

position embedding represents the token's positions, and the 

segment embedding represents the clauses in the text 

sequences [20]. 

 

 
Fig. 7 BERT architecture 

 

The first token in the process is a special classification 

token {CLS}, for the multi-sentence input, used the special 

token to separate [21]. The BERT algorithm repeatedly 

encodes the inputs on the multiple transformer layers and 

uses feed-forward operations and multi-head attention to 

extract features.  

 

For the text sequences , the input 

matrix is the sum of 

dimensions. In the multi-layer transform module, the 

primary input is  

 

                                          (1) 

 

 

 

The formula (1)  above denoted the transformer 

module, and the N represents the number of layers. Given a 

corpus is a token. The major goal of 

this language module is to enlarge the likelihood functions, 

then 

 

                             (2) 

 

It is depicted from the above formula; the k is the 

context window of the next token , which is predicted with 

the conditional probability p, and the  is used to 

module the distribution of target tokens that follows,   

 

                                          (3) 

 

The above BERT feature extraction process  is the state 

sequence of the last and the output weight 

matrix . Then, the model parameter optimized the 

stochastic gradient descent. 

 

3.3.2. Train test split 

After extracting reliable features by BERT protocol, the 

data set has been split into training and testing data sets. 

Consequently, the training data set is subjected to the 

proposed classification process, which involves BILSTM 

and GRU algorithms. The data sets are subjected to an 80% 

training process, and 20% are moved to the testing process. 

 

3.4. Classification process 

It is difficult to analyze a tweet's sentiments in the 

sentimental analysis without classification. For this study, in 

the classification process, the hybrid model of the deep Bi-

LSTM and GRU neural network algorithm has been applied 

for the accurate classification of huge data sets in sentiment 

analysis. In this stage, the following process is involved, 

which are embedded, GRU layer, attention, pooling, and 

dense.  

 

3.4.1. Bi-LSTM protocol  

A Bi-LSTM (Bidirectional Long short term memory) is 

a processing module sequence that contains two LSTMs. 

One takes inputs in the forward direction, and the other 

takes the inputs in the backward direction [22]. The Bi-

LSTM works better than the other algorithms in capturing 

the long-term dependencies. It processes a huge amount of 

data with good accuracy. 
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Fig. 8 LSTM architecture 

 

 
Fig. 9 Bi-LSTM architecture 

 
The mathematical form of the BI-LSTM is depicted below; 

             (1)                                                   

           (2)                                                      

           (3)                                                       

   (4)                                               

                (5) 

                        (6)                                                                       

From the above formula, the ,   and denoted the 

value off, I, o, and d consequently. The s denoted the bias 

vector, and the L denoted the self-updating weights of the 
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hidden layer. They are the hyperbolic 

tangent and sigmoid functions, respectively. All the gate 

scores and the hidden layered outputs lie within the level of 

{0,1}. The operator represents the element-wise 

multiplications. The graphical representation of the standard 

LSTM protocol is shown in figure 2. This network can 

perform only to exploit historical context. 

 

Moreover, it leads to an incomplete understanding of 

the nature of the problem that arises due to the lack of future 

context. Hence, the Bi-LSTM proposed algorithm has been 

developed to access both succeeding and proceeding 

contexts by merging the backward and forward hidden 

layers, as shown in the figure-3. The backward and forward 

pass over the unfolded networks, which is paralleled, and 

the Bi-LSTM has processed backward and forward hidden 

states in the network. The Bi-LSTM networks are trained 

using BPTT (backpropagation through time).     
 

3.4.2. GRU protocol 

The GRU (gated recurrent unit) protocol contains two 

gates: the update gate and the rest gate. These are the two 

vectors in the protocol that decides what data should be 

passed to the output, as shown in fig 10. In this process, the 

GRU protocol trains faster and perform better than the 

existing algorithms for less training data set in the language 

modeling process. Mathematically, the GRU proposed 

method has been described below with the architecture [23].   

 
Fig. 10 The architecture of GRU 

 
 

 

Calculating the update gate  for the time step t to help 

models to detect how much of the previous data sets need to 

be passed belongs to the future,  

 

 
 

Calculating the reset gate using mathematical formulas to 

find how much of the previous data is needed to forget,  

 
Starting with the uses of the reset gate and the new memory 

content will use the recent gate to store the related data from 

the past,  

 
In this process, the network needs to find the network 

data , which holds the data set for the current unit, and it is 

passed to the network. In order, the updated gate is needed 

for the process. It described what to gather from the current 

memory and what from the previous stage .  

 
Finally,

 

 
3.4.3. Deep Bi-LSTM – GRU Neural Network 

In this stage, the deep Bi-LSTM-GRU neural network 

has been developed to train the dataset for sentiment 

analysis to get accurate and efficient results for the study. 

The Bi-directional LSTM is an extension of the existing 

LSTM method, which improve the performance of the 

sequence classification problem. Bi-LSTM trained two 

LSTMs instead of one LSTM method for forwarding and 

backward processing. For the data set training process in 

terms of speed, GRU (Gated recurrent units) are 29.3% 

faster than the existing methods for processing the data sets. 

For this purpose, this study combined the Bi-LSTM method 

and GRU method for better efficiency and faster process in 

many data sets. The following are the mathematical 

representation of the deep Bi-LSTM-GRU neural network 

method, 
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4. Result and Discussion 
In this study, the data set has been subjected to preprocessing, BERT- feature extraction, and classification process using 

of deep Bi-LSTM-GRU neural network. After this process, the result of the proposed method has been compared with the 

existing methods developed in sentiment analysis on mobile phone reviews in Amazon Company, as discussed below;    
 

Table 4.1 Comparison of the proposed algorithm with existing studies 

Paper title  Author Description Accuracy 

Sentiment analysis on Mobile phone reviews using 

supervised learning techniques 

[24] hybrid of RF and TF-IDF method 91% 

Aspect context-aware sentiment classification of 

online consumer reviews 

[25] SGD (stochastic gradient descent), logistic 

regression, naive Bayes, and CNN (convolutional 

neural networks) 

92.72% 

A Comparison of sentiment analysis method on 

amazon mobile reviews  

[26] SGD classifier, Gradient boosting classifier, multi-

nominal NB, NB-SVM, LSTM, CNN, and random 

forest 

85.5% 

Proposed method  2021 deep Bi-LSTM-GRU neural network 97.87% 

 
 

 
Fig. 11 Number of words used based on rating 

 
Fig. 11 shows the number of words used based on rating. 

As the study has included the rating of the words used, fig 11 

shows the words based on rating, and the words with a rating 

of five-star have counted more than the other rated words. 

And the least used rating was two-star has been utilized less 

than other rated words. And similarly, the exact number of 

words used without rating based on the count (mean) is 

shown in fig 12.  
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Fig. 12 Words used and their count 

 

Table 1. Comparison of AUC-ROC with other earlier 

studies 

Methods AUC-ROC 

Proposed 0.97 

Existing 0.91 

SG-Avg-SVM 0.84 

SG-Avg-RF 0.86 

CBOW-TFIDF-RF 0.85 
 

 
Fig. 13 AUC-ROC accuracy measures compared with existing study 

From the above fig 13 and table 1, it is inferred that the 

proposed deep Bi-LSTM-GRU neural network has achieved 

a 0.97 accuracy level of AUC-ROC (Area under the ROC 

curve) compared to the existing method developed in [24]. 

This paper aimed to analyze aspect content level sentiment 

classification of optical character recognition (OCR) for 

deeper analysis. The study has developed a hybrid of RF and 

TF-IDF methods; based on this method, the study achieved 

0.91 accuracies compared to the existing studies. In the 

study, the proposed method performed a high accuracy rate 

compared to this method which is 0.97. 

 

 
Fig. 14 Performance matrix proposed method and existing method 
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From fig 14, the proposed algorithm has achieved a 

98.47% frequency level, 98.89% recall, 98.36% precision, 

and 97.87% inaccuracy, respectively. These performance 

ratings are comparatively higher than the existing study [25], 

which was developed to compare the sentiment analysis of 

reviews on mobile phones in the amazon e-commerce 

system. The study analyzed the performances of sentimental 

analysis through different machine learning techniques, such 

as SGD (stochastic gradient descent), logistic regression, 

naive Bayes, and CNN (convolutional neural networks). 

Compared to this study, the proposed method achieved high 

performance than the existing study represented in the above 

graph. 

 
Fig. 15 Performance matrix proposed method and existing method 

 
Fig 15 is depicted the study in terms of accuracy, 

precision, recall, and f1 measures, and the study has achieved 

97.87, 98.36, 98.89, and 98.47, respectively. Compared to 

the existing algorithms such as SGD classifier, Gradient 

boosting classifier, multi-nominal NB, NB-SVM, LSTM, 

CNN, and random forest developed in the paper [26]. 

Finally, the deep Bi-LSTM-GRU neural network has 

performed higher than the existing algorithms. 

 

 

 

5. Conclusion 
The study aimed to analyze the sentimental tweets on 

mobile phone reviews in the amazon e-commerce system. 

The dataset has been acquired from amazon reviews 

provided by the customers. The negative, positive and neutral 

comments are taken for the analysis based on the ratings by 

customers. The selected data set has been preprocessed and 

subjected to a feature extraction process with an enhanced 

BERT algorithm method. The data set has been divided into 

training data set and a testing dataset in this process. Then 

the training data set has been moved to the classification 

process. And hence the proposed a deep Bi-LSTM-GRU 

neural network method to polarize the large amount of 

unlabeled product review data set. After this process, the 

study has discussed the performance of the deep Bi-LSTM-

GRU neural network method with the existing method. 

Finally, the study concluded that the proposed algorithm 

achieved 97.87, 98.36, 98.89, and 98.47, respectively, based 

on the accuracy level, frequency, precision, and recall 

measures. These performance measures are higher than the 

existing algorithms developed in the studies. The study 

achieved more accuracy and efficiency through the proposed 

deep Bi-LSTM-GRU neural network method in sentiment 

analysis on mobile phone reviews in the amazon e-commerce 

system. 

 

Moreover, the study provides an accurate result through 

this sentiment analysis, which will help the customers find 

positive and negative reviews. It helps to take correct 

decisions on buying goods through the e-commerce system. 

Hence, the study suggested some future works in this area, 

improving sentiment analysis and being more effective in 

practical life. The study suggested implementing deep 

learning and principal component analysis for a fully 

automated data labeling process. 
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