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Abstract - Mobile applications or 'apps' assist people in managing health and chronic illnesses have become common and 

gained significant attention. But in-depth analysis is needed to know about the acceptability and usability for low-income, 

ethnically/nationally different populations who face a disproportionate chronic disease problem and its complications. The 

study intends to examine the usability of mobile medical applications to avail development and tailoring of patient-facing apps 

for various populations. In this view, this study develops a novel Whale Optimization Algorithm with long short-term memory 

(WOA-LSTM) Based Usability Recommendation Model for Medical Mobile Applications. A survey was conducted using a set 

of questionnaires for software quality assurance and software quality management practices. In this case, the LSTM model is 

employed for the recommendation process. The hyperparameters involved in the LSTM model are optimally tuned by WOA, 

resulting in improved performance. The WOA-LSTM model produces context-specific judgment and generalized suggestions 

for App recommendation in related extreme samples. A series of experiments were carried out to determine the effective 

performance of the WOA-LSTM model, and the results pointed out the efficient outcomes on user recommendation. 

Keywords - Deep learning, Usability recommendation, Medical mobile application, Recommendation model, Whale 

optimization. 

1. Introduction 
Extensive Usage of smartphone techniques has been 

adapted for upgrading health and healthcare conveyance. 

Also, a massive number of healthcare applications were 

proposed with the help of a massive number of healthcare 

applications. To monitor, plan and attain healthcare 

objectives, several healthcare applications might be taken 

into account as beneficial and effective in the area [1]. The 

smartphone progressively creates a position in day-to-day 

life and has greater value in day-to-day routine work. 

Nowadays, they serve a wide-ranging function and features 

compared to the previous one. IOS applications and Android 

are widely employed [2, 3]. Over the last few decades, the 

adaptability of smartphones has led to a noteworthy 

development in the healthcare field. At present, in the 

Google Play store (operating system: Android, developer: 

Google), over 700,000 applications are presented, and in 

Apple App Store (operating system: IOS, developer: Apple), 

more than 900,000 applications are presented. The 

smartphone technique has made lots of lives quick and easy 

worldwide, as an entertaining device and a life-saving 

technique, from implanted medicinal gadgets to the 

instrument that tracks major signs of smartphones, namely 

smartwatches [4]. Usage of health care application as a game 

modifier in the health care field. At first, considerably 

improving patient knowledge and then boosting the 

productivity are the two major fields of health care that 

require instantaneous consideration [5, 6]; efficiency and 

Speed play a major part in determining health care 

organization, as well as trying to enhance the patient 

knowledge for higher-quality treatment. 

 

Specialists have recommended that mobile technology is 

pervasive, applications reduce barriers to engaging in 

positive healthcare behavior, and self-manage chronic 

conditions [7, 8]. But there are concerns regarding the 

technology widening the digital division when privileged 

populations take advantage of them. Especially, it might be 

significant to tailor this technology to different collections to 

make it advantageous for varied viewers, reduce costs, and 

progress healthcare quality. Furthermore, there is growing 

attention amongst underserved or vulnerable populations in 

exploiting mobile healthcare for managing diabetes [9]. 

Earlier indication has recognized very poor usability of 
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healthcare system internet-based patient portal websites 

amongst an elder, ethnically or racially different patient 

population. Furthermore, researchers have recognized mobile 

healthcare application usability barriers for elder patients 

[10]. When studies have estimated the usability of diabetes 

application, some researchers have inspected the usability of 

commercially presented mobile applications amongst end-

users—particularly amongst largely low-income countries. 
 

Overdijkink et al. [11] aim to estimate the usability, 

acceptability, feasibility, and efficiency of mHealth lifestyle 

and medicinal applications to assist health care during 

pregnancy in higher-income nations. Acceptability was 

evaluated by appreciation, client fulfillment, and the 

reference of the application. Feasibility is determined by the 

continued use, intention, interest, and actual use; apparent 

correctness; and capacity of the user to perform the 

application's activity. Cruz Zapata et al. [12] presented a 

software requirement catalog for usable smartphone 

applications to expand new applications or assess present 

ones. The presented method depends on the recognized 

source in research on usability and mobile healthcare 

application. The presented method was prepared based on the 

ISO/IEC/IEEE 29148:2011 standard and following the 

SIREN method to construct a reusable catalog.  
 

This study develops a novel Whale Optimization 

Algorithm with long short-term memory (WOA-LSTM) 

Based Usability Recommendation Model for Medical Mobile 

Applications. A survey was conducted using a set of 

questionnaires for software quality assurance and software 

quality management practices. In this case, the LSTM model 

is employed for the recommendation process. The 

hyperparameters involved in the LSTM model are optimally 

tuned by WOA, resulting in improved performance. The 

WOA-LSTM model produces context-specific judgment and 

generalized suggestions for App recommendation in related 

extreme samples. A series of experiments were carried out to 

determine the effective performance of the WOA-LSTM 

model  
 

2. Materials and Methods 
This study has developed a novel WOA-LSTM model 

for mobile medical applications as a usability 

recommendation model. In this case, the LSTM model is 

employed for the recommendation process. 
 

2.1. Selection Stage 

App advertised as health-based needs to experience peer 

view beforehand to overview, like a medicinal survey. Other 

approaches to get responses from professional and normal 

users such that software engineers might discuss, extrapolate, 

and recommend modification. Health assurance 

accountability needs to be measured in electronic record 

security, health information privacy, insurance portability, 

and administrative simplification. App source needs to be 

scrutinized frequently for systematic derivation.   

2.2. Review Assessment (RA) Stage 

Review Assessment of SQA and SQM Practices is a 

portion of the Review Assessment Phase. The process for 

MMA - Software Quality Management and Software Quality 

Assurance [13]. Then, guarantee that the question is 

appropriate to the embedded software sector and captures the 

vital data related to the survey purpose and RQ when 

creating the assessment questions.  

 

2.3. Data Inference Analysis (DIA) Stage 

The mobile device captures a massive amount of 

information on user behavior, preference, and habit because 

of the recurrent communication with them in day-to-day life, 

making them an attractive resource for ML applications. 

GRA is a subdivision of the grey concept developed for 

handling partial and imprecise information in grey systems 

and has proven effective in defining the optimal solution 

[14]. The fundamental operation of GRA is to construct the 

grey linking, offer the sequential reference, and calculate the 

grey relation coefficient and grey relation grade 

 

2.4. WOA-LSTM based Integration Stage 

LSTM is a special kind of RNN, where the hidden layer 

is comprised of more than one memory cell, and every 

memory cell comprises output, forget, and input gates [15]; 

(1) Forget gate:  

 

The forget gate 𝑓𝑡 is accountable for controlling the 

long‐term state 𝑐 continues to be retained and is defined as 

the input 𝑥𝑡 of the existing moment 𝑡 and the output ℎ𝑡−1 of 

preceding moment 𝑡 − 1 and mathematically expressed in 

the following 

 

𝑓𝑡 = 𝜎(𝑊𝑓 × [ℎ𝑡−1′𝑥𝑡] + 𝐵𝑓)                          (1) 

 

In which 𝑤𝑓 denotes the weight matrix of the forgetting 

gate; 𝐵𝑓 characterizes the bias term, and 𝜎(⋅) characterizes 

the sigmoid function. 

 

(2) Input gate:  

The function of the input gate is to determine a new 

unit state 𝑐̃ and control how much data is added, and it is 

defined by [16]: 

 

𝑖𝑡 = 𝜎(𝑊𝑖 × [ℎ𝑡−1′𝑥𝑡] + 𝐵𝑖)                                                    (2) 

 

𝑐̃ = 𝑡𝑎𝑛ℎ(𝑊𝑐 × [ℎ𝑡−1, 𝑥𝑡] + 𝐵𝑐)                                        (3) 

 

Whereas  𝑊𝑖 denotes the weight matrix of the input gate; 

𝑖𝑡 represents the input gate result; ⋅ 𝑐̃ signifies the present 

input cell state; 𝐵𝑖 indicates the bias of the input gate; 𝐵𝑐 

characterizes the bias of cell state, and  𝑊𝑐 embodies the 

weight matrix. The matrix [ℎ𝑡−1, 𝑥𝑡] comprises two vectors, 

the output ℎ𝑡−1at the preceding moment 𝑡 − 1 and the input 

𝑥𝑡 at the present moment. tanh (∙) denotes a double tangent 
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function, and 𝜎(∙) shows the sigmoid activation. 

 

(3) Output gate:  

In the output gate, the output ℎ𝑡−1 of the preceding 

moment 𝑡 − 1 and the input 𝑥𝑡 of the present moment, 𝑡, are 

utilized for output 𝑓𝑡 by a sigmoid function 𝜎(∙): 

 

𝑂𝑡 = 𝜎(𝑊0 × [ℎ𝑡−1′𝑥𝑡] + 𝐵0)                                          (4) 

 

𝑐𝑡 = 𝑓𝑡 × 𝑐𝑡−1 + 𝑖𝑡 ∘ 𝑐̃𝑡                                                       (5) 

 

ℎ𝑡 = 0𝑡 × 𝑡𝑎𝑛ℎ(𝑐𝑡)                                                              (6) 

 

Now 𝐵0 characterizes the bias of the output gate, and 𝑊0 

characterizes the weight matrix of the output gate. 

 

In the LSTM model, because of a hidden layer with a 

storage function and unique three‐gate structure, it could 

better reveal previous long‐term information, thus solving 

the problem of long‐term dependency. Firstly, the hidden 

layer 𝐶𝑡 of the present moment, 𝑡 employs the forget gate to 

control that data in the hidden layer 𝐶𝑡−1 of the latter 

moment 𝑡 − 1 should be rejected and that data continues to 

be preserved. Next, the model rejects data in the hidden layer 

𝐶𝑡 and the forget gate and learns new data using the input 

gate. Afterward, after a sequence of calculations, the cell 

state 𝐶𝑡is upgraded. LSTM employs the output gate, cell state 

𝐶𝑡, and a  tanh layer to define the last output value ℎ𝑡 . Fig. 1 

illustrates the LSTM framework. 

 
Fig. 1 LSTM structure 

 

For adjusting the hyperparameters involved in the LSTM 

model, the WOA has been employed. The humpback whale 

hunting behavior is modeled in the WOA [17-20]. They 

mostly consider the predator that surrounds and captures the 

prey with the bubble‐net hunting approach. Now, the optimal 

location exposed until now is developed as the prey location

, which guides another searching agent towards a 

potential region at the exploitation stage. Encircling prey, 

spiral bubble‐net attacks to improve local searching, and 

searching for prey to improve global searching are the three 

approaches of whales expressed in the WOA approach 

according to the subsequent definition. 

 

Encircling prey: Humpback whale detects and surrounds 

the location of prey. Considering the WOA, the present 

optimal whale  is closer to the targeted prey as it is not 

possible to define the position of the optimal global solution. 

Then, the position of other whales is altered the  

according to the following formula, 

 

𝐷𝑖𝑠(𝑋∗, 𝑋𝑖) = |𝐶𝑖(𝑡) × 𝑋∗(𝑡) − 𝑋𝑖(𝑡)|                              (7) 

 

𝑋𝑖(𝑡 + 1) = 𝑋∗(𝑡) − 𝐴𝑖(𝑡) × 𝐷𝑖𝑠(𝑋∗, 𝑋𝑖)                        (8) 

 

In 𝑡ℎ𝑒 𝑒𝑥𝑖𝑠𝑡𝑖𝑛𝑔 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛, 𝑑𝑖𝑠 (𝑋∗, 𝑋𝑖) denotes the 

distance between the prey and the 𝑖‐ 𝑡ℎ whale. 𝐴 and 𝐶 

denote coefficient values calculated according to the 

following equations. Fig. 2 showcase the process flow of 

WOA. 

 
Fig. 2 Process flow of WOA 

 

𝐴(𝑡) = 2 × 𝑎(𝑡) × 𝑟 − 𝑎(𝑡)                                     (9) 

 

𝐶𝑖(𝑡) = 2 × 𝑟                                                    (10) 

 

Whereas 𝑎 reduces from 2 to 0 through the iteration. 

Furthermore, 𝑟 creates an arbitrary value within [0,1]. 

𝑎(𝑡) = 2 − 𝑡 × (
2

 Max 𝐼𝑡
)                                     (11) 

Bubble‐net attacking: A arithmetical method of 

humpback whale bubble‐net approach (exploitation) was 
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designed by two methods called shrinking encircling model 

and spiral update location that is equated by, 
 

𝑋𝑖(𝑡 + 1)

= {
𝑋∗(𝑡) − 𝐴(𝑡) × 𝐷𝑖𝑠(𝑋𝑟 , 𝑋𝑖) 𝑖𝑓𝑝 < 0.5

𝐷𝑖𝑠(𝑋∗, 𝑋𝑖) × 𝑒𝑏𝑙 × cos(2𝜋𝑙) + 𝑋∗(𝑡) 𝑖𝑓𝑝 ≥ 0.5
 (12) 

 

Whereas 𝑝 represents an arbitrary number within [0,1]. 
When the value of 𝑝 is small compared to 0.5, the location of 

𝑋𝑖 changes by shrinking the encircling model; alternatively, a 

spiral updating approach is utilized when the value of 𝑝 is 

great than or equivalent to 0.5. 𝐴 represents an arbitrary 

parameter created within [−𝑎, 𝑎], whereas 𝑎 reduces from 2 

to 0 all over the iterations. 𝐷𝑖𝑠(𝑋∗, 𝑋𝑖) represents the 

distance between the 𝑖‐ 𝑡ℎ searching agent and the prey in a 

spiral updating location, 𝑏 represents a constant value, and 𝑙 
represents an arbitrary number [1, 1]. 

 

Search for prey: To highlight the exploration capability 

(if |𝐴| ≥ 1), a whale position is upgraded, where a random 

whale is selected instead of the optimal whale exposed until 

now. 

𝑋𝑖(𝑡 + 1) = 𝑋𝑟(𝑡) − 𝐴 × 𝐷𝑖𝑠(𝑋𝑟 , 𝑋𝑖)   (13) 
 

Whereas, 𝑋𝑟(𝑡) denotes the location of arbitrarily 

elected whale in the existing iteration and 𝐷𝑖𝑠(𝑋𝑟 , 𝑋𝑖) shows 

the distance among i‐th whale and 𝑋𝑟  

 

2.5. External Validation and Optimization (EVO) Phase  

According to the expected and required outputs, the last 

stage is to assess the system efficiency with the testing 

dataset or exterior dataset. Other contributor samples, 

collected by additional methods and then compared with the 

novel information, are suitable for precision assessment. 

When this process yields better results, the scheme would be 

prepared for using a production environment. The whole 

procedure needs to be re-estimated. Also, it's likely to have 

the procedure upgrading themselves since a new contributor 

record is included. 

  

2.6. MMA Recommendation for Utilization (MMA-RU)  

End-user (patient) receives the product (app+WOA-

LSTM) as a separate application with a common update 

according to an external validation result or public web page, 

e.g., involving a web-based scheme with the WOA-LSTM. 

Moreover, adversarial attacks need to be utilized for testing 

the novel scheme for weakness to guarantee that private 

information, the main information associated with medicinal 

records, is not unprotected. That uncommon patterns or 

unanticipated anomalies do not twist the technique. 

 

3. Results and Discussion 
The performance of the WOA-LSTM model has been 

validated in this section using a set of factors depending 

upon Software Quality Assurance (SQA) and Software 

Quality Management (SQM) practices. 9 and 7 

questionnaires are used to analyze SQA and SQM. Table 1 

provides the conventional method's usability 

recommendation results in terms of different measures. The 

conventional method has recognized class 1 with 

and of 89.50%, 88.13%, 88.01%, and 

89.82%, respectively.  

 
Table 1. Analysis of Usability Recommendation Model using the conventional method 

No. of 

Classes 
Classes of MMA Accuracy Precision F-Score 

Class-1 AliveCor Heart Monitor 89.50 88.13 89.82 

Class-2 Mobile MIM 89.60 89.04 89.66 

Class-3 
Mobius Ultrasound Imaging 

System 
89.80 89.26 88.60 

Class-4 
Customized Sound 

Therapy(CST) 
82.10 88.22 89.71 

Class-5 
Exo E       Electronic Stethoscope 

System E 
91.70 89.59 88.74 

Class-6 MyFitnessPal 89.30 90.08 89.99 

Class-7 Lexicomp 90.60 89.30 88.03 

Class-8 Epocrates 90.60 88.66 88.95 

Class-9 Micromedex 92.40 88.55 89.43 

Class-10 OneTouch RevealTM 90.00 88.26 88.18 

Class-11 RxmindMe 91.20 90.32 89.12 

Average 89.71 89.04 89.11 
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Besides, the conventional technique has recognized class 

4 with 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 𝐹−𝑠𝑐𝑜𝑟𝑒s of 82.10%, 

88.22%, 90.89%, and 89.71%, respectively. In addition, the 

conventional system has recognized class 7 with 𝑎𝑐𝑐𝑢𝑦, 

𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 𝐹−𝑠𝑐𝑜𝑟𝑒s of 90.60%, 89.30%, 90.95%, and 

88.03% correspondingly. Moreover, the conventional scheme 

has recognized class 9 with 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 

𝐹−𝑠𝑐𝑜𝑟𝑒s of 92.40%, 88.55%, 89.28%, and 89.43%. 

Furthermore, the conventional method has recognized class 

11 with 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 𝐹−𝑠𝑐𝑜𝑟𝑒s of 91.20%, 

90.32%, 90.96%, and 89.12%. By observing the table, it is 

noticed that the DLBTDC-MRI model has accomplished 

maximum precision-recall performance under all classes.  

 

 

 

Table 2 offers the usability recommendation outcomes 

presented by the LSTM system in terms of dissimilar 

measures. The LSTM technique has recognized class 1 with 

𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 𝐹−𝑠𝑐𝑜𝑟𝑒s of 99.80%, 97.87%, 

100%, and 98.92%. In addition, the LSTM technique has 

recognized class 4 with 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 𝐹−𝑠𝑐𝑜𝑟𝑒s of 

99.70%, 97.80%, 98.89%, and 98.92% correspondingly. 

Moreover, the LSTM technique has recognized class 7 with 

𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 𝐹−𝑠𝑐𝑜𝑟𝑒 of 99.80%, 98.90%, 

98.90%, and 98.90%, correspondingly. Furthermore, the 

LSTM technique has recognized class 9 with 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 

𝑟𝑒𝑐𝑎𝑙, and 𝐹−𝑠𝑐𝑜𝑟𝑒s of 99.80%, 97.78%, 100%, and 98.88%. 

The LSTM technique has recognized class 11 with 𝑎𝑐𝑐𝑢𝑦, 

𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 𝐹−𝑠𝑐𝑜𝑟𝑒s of 99.90%, 98.89%100%, and 

99.44%, respectively. 

Table 2. Analysis of Usability Recommendation Model using LSTM Model 

No. of Classes Classes of MMA Accuracy Precision Recall F-Score 

Class-1 AliveCor Heart Monitor 99.80 97.87 100.00 98.92 

Class-2 Mobile MIM 99.80 97.85 100.00 98.91 

Class-3 
Mobius Ultrasound Imaging 

System 
99.80 98.92 98.92 98.92 

Class-4 
Customized Sound 

Therapy(CST) 
99.70 97.80 98.89 98.34 

Class-5 
Exo Electronic Stethoscope 

System 
99.50 98.89 95.70 97.27 

Class-6 MyFitnessPal 99.40 100.00 93.48 96.63 

Class-7 Lexicomp 99.80 98.90 98.90 98.90 

Class-8 Epocrates 99.90 98.90 100.00 99.45 

Class-9 Micromedex 99.80 97.78 100.00 98.88 

Class-10 OneTouch RevealTM 99.80 98.90 98.90 98.90 

Class-11 RxmindMe 99.90 98.89 100.00 99.44 

Average        99.75 98.61 98.62 98.60 

 

Table 3 offers the usability recommendation outcomes 

presented by the WOA-LSTM technique in terms of diverse 

measures. The WOA-LSTM technique has recognized class 

1 with 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 𝐹−𝑠𝑐𝑜𝑟𝑒s of 99.90%, 100%,  

 

 

98.91%,  

and 99.45%. In addition, the WOA-LSTM system has 

recognized class 4 with 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 𝐹−𝑠𝑐𝑜𝑟𝑒s of 

99.80%, 97.83%, 100%, and 98.90%, correspondingly. 

 
Table 3 Analysis of Usability Recommendation Model using WOA-LSTM Model 

No. of 

Classes 
Classes of MMA Accuracy Precision Recall F-Score 

Class-1 AliveCor Heart Monitor 99.90 100.00 98.91 99.45 

Class-2 Mobile MIM 99.70 96.81 100.00 98.38 

Class-3 
Mobius Ultrasound 

Imaging System 99.90 100.00 98.92 99.46 

Class-4 
Customized Sound 

Therapy(CST) 99.80 97.83 100.00 98.90 

Class-5 
Exo Electronic 

Stethoscope System 99.50 97.83 96.77 97.30 

Class-6 MyFitnessPal 99.50 100.00 94.57 97.21 
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Class-7 Lexicomp 100.00 100.00 100.00 100.00 

Class-8 Epocrates 99.70 97.80 98.89 98.34 

Class-9 Micromedex 100.00 100.00 100.00 100.00 

Class-10 OneTouch RevealTM 99.80 97.85 100.00 98.91 

Class-11 RxmindMe 99.80 98.88 98.88 98.88 

Average 99.78 98.82 98.81 98.80 

 

Furthermore, the WOA-LSTM technique has recognized 

class 7 with 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 𝐹−𝑠𝑐𝑜𝑟𝑒 of 100%, 

100%, 100%, and 100%. Furthermore, the WOA-LSTM 

system has recognized class 9 with 𝑎𝑐𝑐𝑢𝑦, 𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 

𝐹−𝑠𝑐𝑜𝑟𝑒 of 100%, 100%, 100%, and 100%. Moreover, the 

WOA-LSTM technique has recognized class 11 with 𝑎𝑐𝑐𝑢𝑦, 

𝑝𝑟𝑒𝑐𝑛, 𝑟𝑒𝑐𝑎𝑙, and 𝐹−𝑠𝑐𝑜𝑟𝑒 of 99.80%, 98.88%, 98.88%, and 

98.88%, correspondingly. After examining the results and 

discussion, it is evident that the proposed WOA-LSTM 

model has exhibited better usability recommendation 

performance over the conventional and LSTM models.  

 

 

 

 

 

 

4. Conclusion 
This study has developed a novel WOA-LSTM model 

for mobile medical applications as a usability 

recommendation model. In this case, the LSTM model is 

employed for the recommendation process. The 

hyperparameters involved in the LSTM model are optimally 

tuned by WOA, resulting in improved performance. The 

WOA-LSTM model produces context-specific judgment and 

generalized suggestions for App recommendation in related 

extreme samples. A series of experiments were carried out to 

determine the effective performance of the WOA-LSTM 

model, and the results pointed out the efficient outcomes on 

user recommendation. In the future, hybrid DL models can 

be included to improve the recommendation performance of 

the LSTM model.  
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