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Abstract 
 

 Resource discovery is an important process for 
finding suitable nodes that satisfy application requirements in 
large loosely coupled distributed systems. Besides inter node 
heterogeneity, many of these systems also show a high degree 
of intra node dynamism, so that selecting nodes based only on 
their recently observed resource capacities can lead to poor 
deployment decisions resulting in application failures or 
migration overheads. However, most existing resource 
discovery mechanisms rely mainly on recent observations to 
achieve scalability in large systems. In this paper, we propose 
the notion of a resource bundle—a representative resource 
usage distribution for a group of nodes with similar resource 
usage patterns—that employs two complementary techniques 
to overcome the limitations of existing techniques: resource 
usage histograms to provide statistical guarantees for resource 
capacities and clustering-based resource aggregation to 
achieve scalability. Using trace-driven simulations and data 
analysis of a month-long Planet Lab trace, we show that 
resource bundles are able to provide high accuracy for 
statistical resource discovery, while achieving high scalability. 
We also show that resource bundles are ideally suited for 
identifying group-level characteristics (e.g., hot spots, total 
group capacity).  
 

I. INTRODUCTION 
 
  RECENT years have seen increasing use of loosely 
coupled distributed platforms for scientific computation data 
sharing and dissemination and experimental test beds. 
Examples of such large-scale platforms include volunteer 
computation grids such as SETI@home (over 3.6 million 
participant machines), P2P systems such as Kazaa (over 30 
million users) and Kad networks (over 2 million users). While 
such platforms are highly attractive due to their low 
deployment cost and inherent scalability, they are also highly 
heterogeneous and dynamic. The nodes participating in such 
platforms differ widely in their resource capabilities such as 
CPU speeds, bandwidth, and memory capacity. As a result, 
resource discovery is often used in such large-scale systems to 
find suitable nodes that satisfy application requirements. 
Many existing resource discovery systems rely on the recently 
observed resource capacities of individual nodes to make their 

deployment decisions. However, resource allocation decisions 
based on current status of nodes have severe limitations in  
 
 
these systems, because of the presence of intranode dynamism 
in addition to the internode heterogeneity. Individual nodes 
can have widely varying resource capabilities due to varying 
loads, network connectivity, churn, or user behavior. For 
instance, a resource usage study of PlanetLab has shown that 
node resource capabilities fluctuate on the order of about 30 
minutes. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Mapping a statistical requirement to a resource 
capacity distribution. 

 
 

II. EXISTING 
 

 RECENT years have seen increasing use of loosely 
coupled distributed platforms for scientific computation, data 
sharing and dissemination, and experimental test beds. 
Examples of such large-scale platforms include volunteer 
computation grids such as SETI@home (over 3.6 million 
participant machines), P2P systems such as Kazaa (over 30 
million users) and Kad networks (over 2 million users). While 
such platforms are highly attractive due to their low 
deployment cost and inherent scalability, they are also highly 
heterogeneous and dynamic. The nodes participating in such 
platforms differ widely in their resource capabilities such as 
CPU speeds, bandwidth, and memory capacity. As a result, 
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resource discovery is often used in such large-scale systems to 
find suitable nodes that satisfy application requirements. Many 
existing resource discovery systems rely on the recently 
observed resource capacities of individual nodes to make their 
deployment decisions. 
 
Disadvantage 
 
 However, resource allocation decisions based on 
current status of nodes have severe limitations in these 
systems, because of the presence of intra node dynamism in 
addition to the inter node heterogeneity. Individual nodes can 
have widely varying resource capabilities due to varying 
loads, network connectivity, churn, or user behavior. 
Dynamism in node-level resource capacities makes it difficult 
to deploy long-running services and applications that need 
consistent resource availability to ensure desired performance 
and avoid disruptions or migration overheads. 
 

III. PROPOSED 
 
 We propose the notion of a resource bundle—a 
representative resource usage distribution for a group of nodes 
with similar resource usage patterns. A resource bundle 
employs two complementary techniques to capture the long-
term resource usage behavior of a set of nodes: 1) resource 
usage histograms to provide statistical guarantees for resource 
capacities, and 2) clustering-based resource aggregation to 
achieve compact representation of a set of similarly behaving 
nodes for scalability. To handle the parameterization of the 
clustering algorithm, we present an adaptive algorithm to 
detect the amount of heterogeneity in the system and show its 
ability to adjust to fluctuations in an online fashion. Besides 
providing a scalable resource discovery mechanism to achieve 
stable application deployment, resource bundles can also be 
used for several other purposes in a large distributed system. 
Resource bundles can be used to easily find a group of nodes 
satisfying a common requirement. Resource bundles can also 
be used to find load hot spots: geographical regions in the 
distributed system with several nodes experiencing overloads 
due to reasons such as heavy demand for a popular resource in 
that region or locality-based application stresses. The 
identification of such hot spots can be used to inform 
decisions about application deployment or load balancing. 
Finally, resource bundles can also be used for auditing and 
accounting purposes, e.g., to determine the resource 
assignment of a distributed application running on multiple 
nodes, or to determine the spare capacity in an administrative 
domain.  
 
Advantage 
 
 Resource bundles are able to provide high accuracy 
for resource discovery through the use of resource usage 
histograms, while achieving high scalability through 
aggregation. 
 

IV. ALGORITHM 
 
 

• Bundling algorithm 
• Adaptive algorithm 
 
(a) Bundling Algorithm 

 
 Once the input profiles have been used to create the 
graph, the bundling algorithm uses the graph to put the 
files into bundles. The algorithm works as follows:  
 
1. Initially, each file is put in a separate bundle.  
2. Edges whose weight is less than the minimum edge 

weight are discarded.  
3. The edges are sorted according to the edge 

comparator.  
4. The edges are processed one at a time, in the order 

determined in step 3. For each edge, if the files 
connected by the edge are not already in the same 
bundle, and if the number of files in the resulting 
bundle would not exceed the maximum bundle size, 
and if the resulting bundle would not exceed the 
maximum bundle spread, then the bundles containing 
the files are combined into a single bundle.  

5. After all the edges have been processed, the files 
within each resulting bundle are sorted according to 
the bundle sort comparator.  

 Once the contents of the bundles have been 
determined, they are combined and compressed 
cumulatively. We evaluated both zlib (at the highest 
compression level) and Pack as compressed formats for 
the bundles.  
 
(b) Adaptive Algorithm 
 An adaptive algorithm is an algorithm that changes 
its behavior based on the resources available. For 
example, stable partition, using no additional memory is 
O (n lg n) but given O (n) memory, it can be O (n) in 
time. As implemented by the C++ Standard Library, 
stable partition is adaptive and so it acquires as much 
memory as it can get (up to what it would need at most) 
and applies the algorithm using that available memory. 
Another example is adaptive sort, whose behavior 
changes upon the presorted ness of its input. 
 

V.  MODULE DESCRIPTION 
 

 Main Module 
 Node Module 

 
 

MAIN MODULE 
 

 Main module contains a login page for authentication 
purpose. This module provides facilities for the following: 
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 Emptying clusters table 
 Inserting cluster details into clusters table 
 Search functionality to identify the node to identify 

prospective nodes and clusters they present in. 
 Introspection functionality. 

 
 When search functionality is performed for a 
resource request is send to nodes of all clusters for that 
resource. Clusters, of which, the node(s), having the said 
resource is added in the search table along with the 
resource detail. When the search functionality is 
performed for a resource for a consecutive time, the 
request is sent to the clusters against the said resource in 
the search table to confirm the status of the resource in the 
clusters under scope. In both the cases, the resource 
details (content) are displayed in the system that is 
running the main module. The introspection functionality 
checks the status of a resource in the clusters in the search 
table and also additional clusters in the clusters table and 
accordingly updates the search table for the resource 
under inspection. 
 
 

NODE MODULE 
 
 The node module represents node(s) of a cluster. The 
node module receives request from the main module for a 
resource and updates the status of the resource that is 
whether the resource is available in the node or not and if 
available it returns the detail of the resource to the Main 
module. To minimize the number of systems used two 
separate node module projects are installed in a system 
and the system itself made to represent as a cluster that 
contains those nodes. Each node module installed in the 
system is made to look into / work with separate folders 
in order to simulate the functionality of different nodes of 
a cluster. 

VI. CONCLUSION 
 In this paper, we addressed the problem of scalable 
resource discovery in large-scale systems. The presence 
of node-level dynamism means that selecting nodes based 
only on recently observed capacities can lead to poor 
deployments resulting in application failures or 
migrations. However, existing resource discovery 
techniques rely only on recent observations to achieve 
scalability. We proposed the notion of a resource bundle 
that employs two complementary techniques to overcome 
the limitations of existing techniques: resource usage 
histograms to provide statistical guarantees for resource 
capacities and clustering- based resource aggregation to 
achieve scalability. We presented an adaptive algorithm 
that detects fluctuations in heterogeneity in order to 
parameterize the clustering-based resource bundles 
algorithm. Using trace-driven simulations and data 
analysis of a PlanetLab trace, we showed that resource 
bundles are able to provide high accuracy for statistical 

resource discovery, while achieving high scalability. We 
also showed that resource bundles are ideally suited for 
identifying group-level characteristics such as finding 
load hot spots and estimating total group capacity. 
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