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Abstract— Optimum Combining (OC) with Low Density Parity-
check (LDPC) code improves the performance of overall system 
(LDPC-OC) by providing additional coding gain. Using Gaussian 
approximation (GA) approach the bit error rate of LDPC-OC 
system is derived over an independent and identically distributed 
(i.i.d) Rayleigh fading channel in presence of interferers. The 
power of all interferes is assumed to be equal. The analysis is 
done for the case when the number of interferes is greater than 
or equal to the number of receiving antenna elements.  In this 
paper, analytical results showed that for a BER of 10-2 and 
numbers of receiving antennas i.e. N=6, the LDPC-OC system 
provides an additional coding gain of 6.2 dB over uncoded OC 
system, thus requires less SNR (Signal to Noise Ratio) and 
Interference power. Both systems provide diversity gain when 
the numbers of receiving antennas are increased from 3 to 6. 

Keywords— Optimum combining, irregular low- density parity 
check codes, Gaussian approximation approach. 

I. INTRODUCTION 
LDPC codes were originally introduced by R. G. 

Gallager in 1962 [1] and further modified by MacKay et al. 
[2] in 1996 in which message passing with belief propagation 
decoding algorithm of irregular LDPC can achieve reliable 
transmission at signal-to-noise ratio (SNR) which is extremely 
close to the Shannon limit on the Additive White Gaussian 
Noise (AWGN) channel. The belief propagation algorithm 
updates a posterior probability (APPs) of each bit in the 
codeword iteratively by J.Pearl [3]. This algorithm can be 
viewed as an iterative message-passing algorithm on the 
bipartite graph. Thomas J. Richardson et al. [4] proved 
stability condition which implied an upper bound on the 
fraction of errors that a belief-propagation decoder can correct 
and presented some simulation results for the codes which 
show that the performance of the codes is very close to the 
asymptotic theoretical bounds. For incorrect estimate of the 
channel signal-to-noise ratio (SNR) at the decoder, the 
performance of the belief propagation (BP) algorithm over the 
AWGN channel is analysed in Hamid Saeedi et al. [5] with 
very less increase in the memory requirements 
a binary message-passing algorithm for decoding. LDPC 
codes proposed by Nastaran Mobini et.al. [6] improves the 
performance of purely hard-decision iterative algorithms. F. 
Lehmann et al.[7] presents a Density Evolution technique 
which keeps track the mean of variable/check node passed 
from variable to check nodes or vice-versa for each iteration. 
For a given code-ensemble, Gaussian approximation (GA) 
based density evolution techniques, improves the bit-error rate 

performance for a given degree profiles under sum-product 
decoding algorithm.  

On the other hand, the idea behind diversity is to send 
the same data over i.i.d fading paths. These paths are 
combined in such a way that the fading of the resultant signal 
is reduced and overall received SNR is increased. Jack H. 
Winters [8] showed that optimum combining is significantly 
better than maximal ratio combining when the numbers of 
interferers are greater than the number of array elements. For 
OC system, Amit Shah et.al.[9] derived the BER and  
probability density function (PDF) of signal-to-interference-
plus-noise ratio (SINR) assuming that the numbers of 
interferers are greater than and equal to the number of array 
elements. An approximate expression of the PDF and 
cumulative distribution function (CDF) of the output SINR 
derived analytically and calculated the BER for different 
modulation schemes by Eric Villier [10]. Using moment 
generating function approach, Wu, Yongpeng et al.[11] 
derived BER from SINR  at the combiner output for multiple 
arbitrary-power interferers. Spatial diversity along with LDPC 
codes has evaluated with MRC, SC and EGC and SNR 
threshold is calculated for all the combining scheme by 
Satoshi Gounai et al.[12].  

For LDPC coded-optimum combining (LDPC-OC) 
system, only simulation work has been done by Surbhi 
Sharma [13]. But no analytical work has been reported in 
literature for the performance analysis of LDPC-OC system. 
In this paper, an analytical analysis of above proposed system 
has been done while considering the number of interferers not 
less than the number of receiving elements. This paper 
presents that reduction of SNR and Interference power is 
required for a given BER with a corresponding increase in ‘N’ 
that means diversity gain and considerable coding gain is 
achieved. The rest of the paper is organized as follows. 
System model including the basic concept of optimum 
combining and LDPC decoding (message passing algorithm) 
has been discussed first. In the subsequent section, probability 
of error of LDPC-OC system has been derived. Then results 
and discussions are discussed by varying number of receiving 
antennas. Finally, conclusions are drawn. 

 
II. SYSTEM MODEL 

     The system model which is considered in this paper is as 
shown in Fig.1. In this model, irregular LDPC coded signal is 
transmitted and at the receiver side, N-element antenna arrays 
receives LDPC coded signal which is operated in the presence 
of ‘L’ co-channel interferers. This system is assumed to be 
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interference limited and also degree of freedom of system is 
insufficient to suppress all the interferers, meaning ܮ ≥ N. The 
system employs binary phase shift keying (BPSK) modulation 
and channel is characterized by i.i.d flat Rayleigh fading. The 
optimally combined signal y (t) at the output of optimum 
combiner is fed to the LDPC decoder which is given as   
y (t) =a*s (t) + n (t)  
 
 

 

Fig 1.System model of OC with LDPC 

where ‘a’ is a optimum combining channel gain over i.i.d 
Rayleigh fading, s(t) is transmitted BPSK modulated signal 
and n(t) is AWGN with mean zero and variance σ୬ଶ .The 
received signal y(t) is decoded  by message passing algorithm 
based on GA. Idea behind message passing decoding 
algorithm is to pass messages in a cycle. Each cycle has two 
phases, in the first phase, messages are passed from variable 
node ‘v’ of degree ‘j’ to check node ‘c’ of degree ‘i’ of the 
bipartite graph. In the second phase, messages are passed back 
from the check node ‘c’ to the variable node ‘v’. The complete 
description of irregular LDPC codes is specified by the 
concept of degree distribution pair which is given by [13] 

൫λ(x),ρ(x)൯ = ቀ∑ λ୨x୨ିଵ,ୢ౬
୨ୀଶ ∑ ρ୧x୧ିଵ

ୢౙ
୧ୀଶ ቁ  

where	d୴ and dୡ	are the maximum degree of variable node ‘v’ 
and check node ‘c’ respectively. The coefficient  λ୨ 	and	ρ୧ is 
the fraction of graph branches connected to degree ‘j’ variable 
nodes and ‘i’ check nodes respectively. λ(x)	and ρ(x) are 
referred as variables and check node degree distribution 
respectively.  

III. BER ANALYSIS OF CODED SYSTEM 

       Considering optimum combining diversity, the probability 
density function of maximum SIR of uncoded system is given 
by [9] 

pஓ(γ) = ୻(୐ାଵ)
୻(୒)୻(୐ାଵି୒)

ቀ୔౩
୔
ቁ
୐ାଵି୒ ஓొషభ

ቀౌ౩ౌ ାஓቁ
ైశభ 																												(1)			  

γ ≥ 0, 1 ≤ N ≤ L,	 

Its probability of bit error considering the given PDF in 
equation (1) is calculated as below in equation (2). 

 
To calculate the BER of LDPC-OC system, the 

message passing algorithm based on GA can be analyzed with 
the assumption that the block length of code is infinity and 
without loss of generality, all zero codeword is sent. So that 
the BER at iteration ‘l’ is simply the average probability that 

the variable node messages is negative[4]. The PDF of Log 
Likelihood Ratio (LLR) of variable nodes, that passes the 
message to check node on edge ‘e’, is convolution of the PDF 
of summation of LLR of check node message received on all 
incoming edges except ‘e’ and PDF of channel LLR. 

 
But it is very difficult to update these PDFs at ‘l’ iterations. So 
in this paper, all the message involved in the decoding process 
which have a symmetric Gaussian distribution is assumed  
where only mean value is to be updated  iteratively [14]. 
 
The conditional PDF of channel LLR over the channel gain 
‘a’ is given in [15] 

p(q|a, s(t) = +1) = ஢౤
ଶୟ√ଶ஠

exp ቀ− ൫୯ିଶୟమ ஢౤మ⁄ ൯

଼ୟమ ஢౤మ⁄
ቁ																				(3)  

 
 
with mean 2aଶ σ୬ଶ⁄ , variance 4aଶ σ୬ଶ⁄  ቀwhere	σ୬ଶ =

ଵ
ଶୖ∗୉ౘ ୒బ⁄ , R	is	code	rateቁ	and ‘q’ is the initial message passed 
from variable node ‘v’ to check node ‘c’. The unconditional 
PDF of channel LLR is calculated by averaging the equation 
(3) over the channel gain ‘a’  

 

p଴(q) = ∫ p(q|a, s(t) = +1)ஶ
଴ p(a)da																																			(4)  

where p(a) can be obtained from the PDF of SIR of equation 
(1) at the combiner by using transformation the PDF of one 
variable  to PDF of other variable [16] 

  
 

p(a) = ଶୟ	୻(୐ାଵ)୔ొ

஢౤మొ୻(୒)୻(୐ାଵି୒)
ୟమ(ొషభ)

൬ଵା ౌ
ಚ౤
మୟమ൰

ైశభ 																																				(5)  

Putting the values of equations (3 and 5) in equation (4) and 
using the integral in [17, equation 3.325], the unconditioned 
PDF of channel LLR is calculated as 

p଴(q) =

		 ୔ొ୻(୐ାଵ)
	஢౤మొషభଶ√ଶ	୻(୒)୻(୐ାଵି୒)

ቊ(−1)୒ିଵ பొషభ

பୠొషభ
ቈ ଵ
√ୠ

exp ቆ−ටୠ
ଶ
σ୬	|q| +

୯
ଶ
ቇ቉ − ୔୐

஢౤మ
(−1)୒ பొ

பୠొ
ቈ ଵ
√ୠ

exp ቆ−ටୠ
ଶ
σ୬	|q| + ୯

ଶ
ቇ቉ቋ																			(6)  

 
where	L + 1 ≅ L(overloaded	case)and	b = ଵ

ଶ஢౤మ
  

The PDF of check node is given by [7] 

 

pୡ(q) = ଵ
ඥସ஠୫ౙ

exp ቀ− (୯ି୫ౙ)మ

ସ୫ౙ
ቁ																																											(7)  

 
where mୡ	is the mean of check node ‘c’ of degree ‘i’.  
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Pୠ଴ =

ଵ
ଶ√஠୻(୒)୻(୐ାଵି୒)
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ଶ
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ቁ
భ
మ 			
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୻ቀభమቁ
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ଶ
ቁ ΓቀN + ଵ

ଶ
ቁ .		ଶFଶ ቀN + ଵ

ଶ
, ଵ
ଶ

; N− L + ଵ
ଶ

, ଷ
ଶ

; ୔౩
୔
ቁ +

୻(୐ାଵି୒)୻(భమ)୻(୒)

୻(ଵ)
቉								(2)  

 
At (l+1) th iteration mean of check node ‘c’ is updated by  

mୡ
୪ାଵ = 4 ൤erfcିଵ ൬∑ ρ୧

ୢౙ
୧ୀଶ ቀ1− ൫1 − 2Pୠ୪൯ቁ

୧ିଵ
൰൨

ଶ
  

The PDF of variable node is calculated by convolving the 
PDF of channel LLR equation (6) with the PDF of check node 
equation (7) that is 

p୴(q) = p଴(q) ⊗ pୡ(q)																																																														(8)  

Putting the values of equations (6 and 7) in equation (8) by 
using the integral in [17, equation 3.322(2)], then PDF of 
variable node is 

p୴(q) = ୔ొ୻(୐ାଵ)
ସ√ଶ	஢౤మొషభ୻(୒)୻(୐ାଵି୒) ∗ ቂ(−1)୒ିଵ பొషభ

பୠొషభ
−

								୔୐
஢౤మ

(−1)୒ பొ

பୠొ
ቃ ቊቂ ଵ

√ୠ
exp ቀୠ஢౤

మ୫ౙ
ଶ

− ୫ౙ
ସ
ቁቃ ቈexp ቆටౘ

మσ୬	q +

																																																								౧మቇ erfcቆ ୯
ଶඥ୫ౙ

			+ටౘౣౙ
మ σ୬	ቇ቉ቋ												(9)  

To obtain the probability of error Pe at lth iteration, integrate 
the PDF of variable node given by equation (9) from -∞ to 0, 
then bit error rate is  
 
Pୣ =

୔ొ୻(୐ାଵ)
ସ√ଶ	஢౤మొషభ୻(୒)୻(୐ାଵି୒)
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−
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஢౤ට
ౘ
మା

భ
మ
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ቈerfቆσ୬ට
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ଶ
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ଶ
+

																																											୫ౙ
ସ
ቁ erfc ൬ඥ୫ౙ

ଶ
൰቉൪                       (10)         

Now at (l +1) th iteration, averaging the above equation over 
all bit node degrees ‘j’ using equation (10) becomes as given 
below in equation (11). 

Because at (l+1)th iteration mean of variable node ‘v’ of 
degree ‘j’  is m୴

௟ାଵ = (j − 1)mୡ
௟ାଵ  which is given by[5]. 

 
 

IV. RESULTS AND DISCUSSION   

 In this section, the analytical results for the LDPC-OC system 
have been presented. To evaluate the performance, system has 
been considered as overloaded (i.e. when the number of 
interferers is greater than or equal to the number of receiving 
antenna elements). The number of receive antennas ‘N’ is 
taken as 3, 4, 5 and 6 and number of interferers ‘L’ is taken as 
18.                  

TABLE I 
PROBABILITY ERROR of  UNCODED OC at BER of 10-1 

 

 
 

 
 

Fig.2  BER for uncoded system when receive antenna varies from 3 to 6 
 
For the uncoded system, shown in Fig.2, it is clearly observed 
that as the numbers of receiving antennas are raised, 
significant diversity gain is achieved. For BER of 10-1, an 
improvement of 1 dB is achieved in SNR when number of 
receive antennas are increased from 5 to 6. 

Pୣ = ୔ొ୻(୐ାଵ)
ସ√ଶ	஢౤మొషభ୻(୒)୻(୐ାଵି୒)

∑ λ୨	
ୢ౬
୨ୀଶ ൞ቂ(−1)୒ିଵ பొషభ
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஢౤మ
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exp ቀୠ஢౤
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஢౤ට
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భ
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																																			 ଶ
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ଶ
+ (୨ିଵ)୫ౙ

೗శభ

ସ
ቁerfc(

ට(୨ିଵ)୫ౙ
೗శభ

ଶ
)቏൪ൢ																				(11)  

 
 
 

 
 
 

Probability of error  at BER of  10-1 
Number of receiving antenna Signal to Noise ratio(dB) 

N=3 7.5dB 
N=4 5.5 dB 
N=5 4 dB 
N=6 3 dB 
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TABLE  II 
PROBABILITY ERROR of CODED OC (LDPC-OC) at BER of 10-4 

 

 
 
Fig. 3 presents the result for LDPC-OC system obtained using 
equation (11). For the LDPC-OC system, at the BER of 10-4, 
an improvement of 1 dB is achieved in SNR when number of 
receive antenna is varying from 5 to 6.  
 

 
Fig.3  BER for coded OC system when receive antenna varies from 3 to 6 

 
TABLE III 

COMPARISONS BETWEEN PROBABILITY  ERROR of uncoded OC and  
LDPC-OC at  BER of 10-2 
 

Comparison of uncoded and LDPC-OC system is given in 
Fig.4. It is clear from the figure that significant coding gain is 
achieved when comparing both the systems. At BER of 10-2, a  
coding gain of 6.2 dB is achieved by LDPC-OC system over 
OC system alone when the number of receive antenna is 6. 
 

 

Fig.4 Comparison between BER of coded and uncoded system when receive 
antenna varies from 5 to 6 

V. CONCLUSION   

Using the Gaussian approximation approach, the 
BER expression for uncoded OC and irregular LDPC-OC 
over an i.i.d rayleigh fading channel has been derived. From 
the numerical results, it is shown that in the presence of ‘L’ 
interferers with equal power, the LDPC-optimum combiner 
gives the more optimistic results as compared to uncoded-OC 
system.  
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Probability of error  at BER of  10-4 when L=18 
Number of receiving antenna Signal to Noise ratio(dB) 

N=3 10 dB 
N=4 8 dB 
N=5 6.5 dB 
N=6 5.5 dB 

Probability of Error at  BER of 10-2 and L=18 
Combining Techniques Signal to Noise ratio(dB) 

OC,N=5 10 dB 
LDPC-OC,N=5 3.2 dB 

OC,N=6 9 dB 
LDPC-OC,N=6 2.8 dB 


