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Abstract – Synchronous Digital Hierarchy (SDH) and 

Synchronous Optical Network (SONET) are time-division 

multiplexing technologies which are used to provide the 

Bandwidth Services for the end user. Dynamic Service 

provisioning requires the use of online algorithms. These kind of 

algorithms compute the efficient paths and proceed data flow in 

it. The allocation of the path depends on the service requests 

and bandwidth demand. SONET/SDH networks multiplexing 

techniques are used for this purpose to allocate the medium for 

desired Bandwidth. In this paper we have applied an engine for 

the use of application and use of dedicated path protection for 

the SONET/SDH network. In this paper, we have investigated 

and implemented the dedicated path protection scheme and 

analyzed the performance matrices like blocking probability, 

Quality of services etc. The performance is evaluated for 

different values for the relative weight of dedicated path for the 

complete and minimum information scenarios. 

 

Index Terms - Dedicated protection, SONET/SDH, NP-

completeness, Shared Risk Link Group (SRLG), Link, Trail. 

 

I.  INTRODUCTION 

Bandwidth Requirement is one of the critical issue in the 

current environment of high speed communications. This also 

effects for the network operators and service providers in 

terms of communication business. That is the reason which 

forces the Engineers to generated different types of services 

like PDH, SONET/SDH, WDM, DWDM, ATM, DSL etc. 

There is also need of providing different QoS for different 

users. This directly affects the revenue of Service providers. 

In this era, a large number of service request have been 

investigated under the consideration that the network 

conditions are too dynamic depending on the load of the 

network dynamic service request and the increment in 

bandwidth channels. The main point which is important in 

this case is the efficiency of the network with the dynamic 

changes in the network parameters. Faster provisioning of 

services in less time to handle the more customers is 

important.  

The provisioning is handled manually by the service 

providers. The Service providers manually log into the 

network. Arrange the activities and parameters of the network 

like required QoS, available network resources, and the 

ability to accommodate future requests before starting the 

work of provisioning a requested service. For this purpose the 

service provides has to log in to the Management systems and 

issue the command for the same.  

There is one of the main point which is needed to take 

into consideration is the availability of the Bandwidth 

services. This is an important area of research to find the 

maximum availability of Bandwidth in a dense network. This 

implies manual path computation and maintenance of huge 

inventory details. Then, the configuration on the network 

elements involved has to be done. These processes, being 

manual, are tedious and more error-prone.  

One of the solutions for this problem is to have an 

automatic provisioning system. For such kind of system it is 

important to have inventory details from the database. For 

this Element Management Systems, or Network Elements 

directly should be accessible and it should be able to issue the 

configuration commands so that the requested capacity can 

handled easily. Another important task is to collect the 

information for the working path, links, nodes, node-disjoint 

path. This information can provide availability of working 

path, used path, free capacity etc.  

In SONET/SDH network, there is need to establish 

working and protection path for reliable operation. Dedicated 

and Shared Path protections are the two techniques used for 

efficient use of Bandwidth in Network. In dedicated-path 

protection, a protection path to protect a particular working 

path exclusively is provided, whereas in shared-path 

protection, a protection path can be shared by many working 

paths [34]. In both cases, the constraint is that a working and 

its protection path have to be diversely routed so that at least 

one path can survive a single failure in the network [34].  

In Synchronous Digital Hierarchy (SDH), protection 

against the failure is more complex. This is because it is used 

by many service providers to have main backbone traffic and 

also provide bandwidth services [34].  

E1, E4, DS1, DS3 etc. are the signals which are used by 

the SDH network which is mentioned in G.703. The 

protection provided by the SDH is Multiplex Section 

Protection (MSP), Multiplex Section–Shared Protection Ring 

(MS-SPRing) [5], and Subnetwork Connection Protection 

(SNCP) [5]. 

In this paper, dedicated path protection is analyzed, 

implemented and enhanced for a dense network. A working 

engine has been created using the Matlab tool and analysis 

has been done for multiple requests. The engine is able to 
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hold the network for the static analysis and can provide better 

and enhanced way for the dedicated protection mechanism. 

The Engine is also able to handle Multiplexing Hierarchy.  

The paper is organized such that the previous work has 

been shown in Section II. Section III explain the Dedicated 

Shared protection conventional Algorithm and their analysis. 

Section IV shows the implementation of the above discussed 

Engine, Results analysis and performance analysis has been 

shown in Section V and finally Section VI has the conclusion 

of the whole paper. 

 

II. RELATED WORK 

 Path Computation problem has been addressed by many 

researchers in previous works in various networks. One of 

them is related with the light path provisioning. In this issue, 

the light path is needed to route to the light path requests and 

wavelengths are assigned such that some of the performance 

metrics can be enhanced. This is a very common Routing and 

Wavelength assignment (RWA) problem [6]–[8].  

Numbers of heuristics have been implemented with some 

assumption [9]. To minimize the number of RWA problem in 

SONET/SDH network have been implemented in [10]. 

Shared Backup Path Protection (SBPP) [11] have been 

implemented for the efficiently configuring the Transport 

network. A set of diverse protection paths arrangement and 

keeping spare links for the backup paths unconnected and 

shared with other setups with connection occurs on failure. 

The Protected Working Capacity Envelope (PWCE) [11] 

provide adaptation of static design models to create not an 

exact solution for one single demand matrix, but an envelope 

of protected working channels, well suited for a large family 

of random demand instances that may be somehow related to 

a single representative demand pattern.  

In [12], the problem of dynamically routing QoS 

guaranteed with restoration in MPLS network is studied. 

Successfully setting up the route between a path set up 

requested nodes and reserves an alternative link for backup 

paths is known as Restorability. ILP formulation helps in this 

problem and it shows that partial information for the 

declaration of route between the nodes is more efficient and 

effective in spite of the network aggregated information. The 

problem of finding diversely routed paths with SRLG 

constraint is proved to be NP-Complete in [13].  

To compute SRLG diverse paths for dedicated protection 

using an iterative heuristic is proposed in [14]. Heuristics for 

computing SRLG/link-diverse paths under shared protection 

are proposed in [15], [16]. A failure-dependent SRLG 

protection scheme where the working path is partitioned into 

overlapping segments and each individual segment protected 

using a backup is proposed in [17]. The static provisioning 

problem incorporating realistic constraints for dedicated, 

shared, and unprotected SRLG-diverse path protection is 

considered in [18]. A sequential algorithm and a parallel 

algorithm for computing disjoint paths for protection and 

QoS for next-generation SONET networks have been 

proposed in [19], where the shortest path is computed based 

on the delay in the links and the bandwidth requested. 

For independent costs of working and protection paths an 

optimal path pair is computed my minimizing the sum of 

costs. This is known as Independent Cost Structure (ICS). An 

existing protection bandwidth can be used by a new request at 

no extra cost to the working paths if they are disjoint. The 

cost of protection path depends on working path and 

disjointedness. This concept is known as Dependent Cost 

Structure (DCS) and heuristics for computing paths as 

described in [20]. 

Survivable traffic grooming for SONET/SDH problem is 

handled in the [21] for mesh networks employing WDM 

under the shared protection. Wavelength usage, grooming 

port usage, and available light path capacity issues are 

proposed in this paper [21]. 

Design of survivable networks by aggregating traffic at 

path level is studied in [22], where shared, mixed protection 

algorithms for guaranteed survival from single link failures 

are developed. Virtual concatenation [3] is an IM technique 

that groups an arbitrary number of SONET or SDH 

containers, which may not be contiguous; to create a bigger 

container called Virtual Concatenation Group (VCG). 

Multiple members of the same and/or different VCG can 

share protection resources if they are SRLG-disjoint. Two 

approaches for provisioning of survivable Data over 

SONET/SDH (DoS) connections utilizing the IM capability of 

virtual concatenation have been proposed in [23]. 

 

III. DEDICATED PROTECTION 

 

 For dedicated-path protection, a working path and a link 

and/or node-disjoint protection path that protect only failures 

in that working path have to be found [34]. In [19] a simple 

algorithm has been proposed in which shortest path algorithm 

has been used for finding the shortest path algorithm store 

this path and then removes this path temporarily and also 

removes its associated parameters from network then again 

run the shortest path for the dedicated path protection. This is 

Two step Heuristic approach employed in this paper. This 

approach has the limitation that it may not find a path pair 

even if it exists or it may not be optimal. A polynomial time 

optimal algorithm to find a link-disjoint path pair is proposed 

in [24]. Computing link-disjoint paths for QoS routing under 

multiple constraints is addressed in [25]. 

 Consider the network shown in Fig. 1. The network is 

created of following: 

1. Physical links (Solid Lines) 

2. Logical Links (Trails) 

3. Nodes 

 

Problem statement is that to provide service to the service 

request from a to m. abclm is the shortest path computed 

from a to m and next generated shortest path is 

ahjkem.Overlaps for such cases are dk since the trails cl and 
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ke  have a traversing through them. So these two paths cannot 

make the disjoint path pair. The link dk will be interlaced by 

the computed path pair and we can obtain the abcdem and 

ahjklm finally after removing it. This condition is associated 

with [25] and the following points are important to discuss: 

If two disjoints paths are Pd1 and Pd2 and P1 is the 

shortest path belonging to them. Then 

 

1. P1 itself is Pd1 or Pd2 , i.e.P1=Pd1, or P1=Pd2 ; 

2. P1 overlaps with both paths Pd1 and Pd2, 

i.e.,P1∩Pd1= φ , P1≠Pd1 and P1 ∩ Pd2= φ, P1≠Pd1. 

 

 
Fig. 1: A sample Network 

 

 
Fig. 2: A sample Network with Standard SDH protection Scheme 

 

Algorithm for Dedicated Protection is now discussed 

here. Path computation algorithms for SDH networks under 

dedicated protection have to take into account the constraints 

imposed by SDH multiplexing hierarchy and the standard 

protection mechanisms provided by it [34]. Two protection 

paths will exist for those segments of the working path that 

have standard protection mechanisms, which results in 

unnecessary wastage of bandwidth. For traffic from b to m in 

the network shown in Fig. 2, let us assume the working path 

is badfghim. This path contains ba, which is part of an MSP, 

fghi, which is part of an MS-SPRing, and the trail im, which 

is part of an SNCP [34]. In this case, the protection path can 

use the inherent protection paths corresponding to those 

segments and use a disjoint path for the other segments, 

which in this case is adf instead of finding a disjoint 

protection path from b to m.  

There are some algorithms which are shown in [34]. 

These algorithms are implemented in this paper and an 

enhanced engine is developed for the dedicated path 

protection. Algorithm 1 is used for dedicated path protection. 

The algorithm is used for the computation of the two paths 

for the handling of the service request under dedicated 

protection scheme. The inputs for this algorithm are source, 

destination, and standard rate. The outputs are dis joint path 

pair as output. 

The algorithm has iterations to provide the best result. 

The algorithm runs ith iterations, for ith iterations it has ith 

shortest path. The shortest path is founded by the Yen’s K 

shortest path algorithm [28]. 

An improved version of Yen’s algorithm is provided in 

the [29] and [1] is used for the shortest path in protection of 

path and provisioning. The algorithm provides the disjoint 

path in each iteration. If the shortest path does not exist than 

break the loop. If capacity is not available in the first ith 

shortest path then it switch to the next iteration. The iteration 

goes on till the dedicated shortest path not found. A protected 

path is also calculated except primary physical link. This 

protection path is used as backup path if any failure in 

primary is encountered.  

While computing a disjoint path pair, the direction of the 

seed path is reversed and weights are made negative [24]. 

This can be done only if the seed path is the shortest path; 

else it may result in negative cycles. This is achieved by 

having a flag, which is true for the first shortest path and 

false for the rest, indicating when the weights have to be 

inverted. For the paths to be link-disjoint, all the trails except 

those in the ith shortest path that traverse the links traversed 

by the ith shortest path, and all the links traversed by the ith 

shortest path but not in the th shortest path are removed 

temporarily. Then, the th shortest path is split into segments 

that are either part of or not part of one of the standard SDH 

protection mechanisms. This is done by iteratively going 

through the trails and checking whether the trail itself or the 

edges it passes through have standard protection. 

If it has no protection, then it is added into a list. If it has 

protection and the protection instance is the same as that of 

previous edge or trail, then it is added into a second list. If 

there is a shift from no protection to protection or protection 

to no protection, the first or second list, respectively, is the 

segment that is used in the subsequent steps. Then, the lists 

are reset as empty, and the procedure repeated until the end of 

the path. For the segments that are part of some standard 

SDH protection scheme, its inherent protection path is added 

to . For the other segments, the Edge-disjoint Path Pair (EPP) 

algorithm outlined in Algorithm 2, which returns an edge-
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disjoint path pair, is used with that segment as the working 

path. Finding inherent protection paths for segments that are 

part of MSP or SNCP is straightforward since the protection 

path is fixed in those cases. 

 

 
 
C. Algorithm to Find Edge-Disjoint Path Pair (EPP)[34]: 

 

The EPP algorithm is outlined in Algorithm 2. It takes as 

input the source, destination, working path, standard rate, 

and gives the edge-disjoint path pair as the output. The term 

“edge” used in the algorithm refers to both link and trail. 

This algorithm is very similar to [24]. It uses the working 

path passed to it to find a disjoint path pair. It removes the 

edges in the forward direction and either inverts the weight or 

sets the weight to zero based on the for the edges in the 

reverse direction. Since this algorithm is called from 

Algorithm 1, the value that is passed depends on whether it is 

the first shortest path or not as stated in the earlier subsection. 

 

IV. IMPLEMENTATION  

  

 Following are the motive of the implementation of 

dedicated path protection algorithm: 

1)  To improve bandwidth consumption as per requests.  

2) Allows multiple requests to be generated to decrease 

wastage as in transport networks which have fixed leased 

lines and hence wastage of available resources. 

 

There are some of the prerequisites which are as follows to 

develop the dedicated path protection. 

 

A. Real time Network  

 

Request or Calls originated and completed follows a 

random fashion, which cannot or hard to predict before it 

actually occurs. Thus in the given situation, there is a 

compulsory need for a Real Time Network Engine, which 

could process the calls/request as per the present time and 

conditions. These conditions are discussed in upcoming 

sections. 
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Here we are studying the behavior of SONET/SDH in a 

Standard Network which uses 50 nodes (users) & 175 links 

(logical) connections. A Network Operating Engine is there 

by implemented to process all call requests on real time basis. 

It can allow or reject or could keep in queue the coming 

requests at an instance. 

 

B. Request generating system  

 

  Request Generating System, created by us, is a key to 

initiate any request. This system helps in INPUTTING the 

call requests into the Engine. For simplification purpose of 

request generation, we kept certain parameters constant and 

predefined them accordingly. However, on alpha basis, it 

allows one to generate a request from any one node to any 

other node within the network limits. You can select the 

request Source, Destination and the Relative weight (Alpha) 

which can only be varied within permissible ranges. 

 

C. Analytic System  

Analytics is one of the multi-dimensional discipline. The 

insights from data are used to recommend action or to guide 

decision making. Thus, analytics is not so much concerned 

with individual analyses or analysis steps, but with the entire 

methodology. There is a pronounced tendency to use the term 

analytics in business settings e.g. text analytics vs. the more 

generic text mining to emphasize this broader perspective. 

There is an increasing use of the term advanced analytics, 

typically used to describe the technical aspects of analytics, 

especially predictive modeling, machine learning techniques, 

and neural networks.  

 

Analytic system helps us in judging current situation of 

the network.  It works on many factors like: QOS, accepted & 

rejected no. Of requests, NOR generated vs alpha, nor 

rejected vs alpha, QoS vs time, NOR generated vs time, nor 

rejected vs time, blocking probability vs time (blocking 

probability Is defined in terms of offered load and call arrival 

time), (NOR is number of requests).   

 

D. Alpha (α) 

Alpha is the relative weight assigned for a Virtual 

channel (VC) allotted for a particular voice or data 

communication. This value gives the amount of bandwidth to 

be used for creating a mutually independent channel within 

the SONET fiber. 

 

E. Blocking Probability 

Blocking probability [32] that describes the probability 

of call losses for a group of identical parallel resources 

(telephone lines, circuits, traffic channels, or equivalent), 

sometimes referred to as an M/M/c/c queue. It is, for 

example, used to dimension a network's links. It describes a 

probability in a queuing system (albeit a special case with a 

number of servers but no queuing space for incoming calls to 

wait for a free server). Hence, the formula is also used in 

certain inventory systems with lost sales. 

The formula applies under the condition that an 

unsuccessful call, because the line is busy, is not queued or 

retried, but instead really vanishes forever. It is assumed that 

call attempts arrive following a Poisson process, so call 

arrival instants are independent. Further, it is assumed that 

the message lengths (holding times) are exponentially 

distributed (Markovian system), although the formula turns 

out to apply under general holding time distributions. 

The Erlang B formula assumes an infinite population of 

sources (such as telephone subscribers), which jointly offer 

traffic to N servers (such as telephone lines). The rate 

expressing the frequency at that new calls arrive, λ, (birth 

rate, traffic intensity, etc.) is constant, and does not depend on 

the number of active sources. The total number of sources is 

assumed to be infinite. The Erlang B formula calculates the 

blocking probability of a buffer-less loss system, where a 

request that is not served immediately is aborted, causing that 

no requests become queued. Blocking occurs when a new 

request arrives at a time where all available servers are 

currently busy. The formula also assumes that blocked traffic 

is cleared and does not return. 

The formula provides the GoS (grade of service) which is 

the probability Pb that a new call arriving to the resources 

group is rejected because all resources (servers, lines, circuits) 

are busy: B(E, m) where E is the total offered traffic in 

Erlang, offered to m identical parallel resources (servers, 

communication channels, traffic lanes). 

  ...1 

where: 

  is the probability of blocking 

 m is the number of identical parallel 

resources such as servers, telephone lines, etc. 

 E = λh is the normalised ingress load 

(offered traffic stated in Erlang). 

 

F. Quality of Service 

 

Quality of service (QoS) [33] is the overall performance 

of a network, particularly the performance seen by the users 

of the network. 

To quantitatively measure quality of service, several 

related aspects of the network service are often considered, 

such as error rates, bandwidth, throughput, transmission 

delay, availability, jitter, etc. 

Quality of service is particularly important for the 

transport of traffic with special requirements. In particular, 
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much technology has been developed to allow computer 

networks to become as useful as telephone networks for audio 

conversations, as well as supporting new applications with 

even stricter service demands. 

 

Quality of service comprises requirements on all the 

aspects of a connection, such as service response time, loss, 

signal-to-noise ratio, crosstalk, echo, interrupts, frequency 

response, loudness levels, and so on. A subset of telephony 

QoS is grade of service (GoS) requirements, which comprises 

aspects of a connection relating to capacity and coverage of a 

network, for example guaranteed maximum blocking 

probability and outage probability. 

 

In the field of computer networking and other packet-

switched telecommunication networks, the traffic 

engineering term refers to resource reservation control 

mechanisms rather than the achieved service quality. Quality 

of service is the ability to provide different priority to 

different applications, users, or data flows, or to guarantee a 

certain level of performance to a data flow. For example, a 

required bit rate, delay, jitter, packet dropping probability 

and/or bit error rate may be guaranteed. Quality of service 

guarantees are important if the network capacity is 

insufficient, especially for real-time streaming 

multimedia applications such as voice over IP, online games 

and IP-TV, since these often require fixed bit rate and are 

delay sensitive, and in networks where the capacity is a 

limited resource, for example in cellular data communication. 

 

A network or protocol that supports QoS may agree on 

a traffic contract with the application software and reserve 

capacity in the network nodes, for example during a session 

establishment phase. During the session it may monitor the 

achieved level of performance, for example the data rate and 

delay, and dynamically control scheduling priorities in the 

network nodes. It may release the reserved capacity during a 

tear down phase. 

 

A best-effort network or service does not support quality 

of service. An alternative to complex QoS control 

mechanisms is to provide high quality communication over a 

best-effort network by over-provisioning the capacity so that it 

is sufficient for the expected peak traffic load. The resulting 

absence of network congestion eliminates the need for QoS 

mechanisms. 

 

QoS= (No. of Dropped calls)/ (Total No. of Calls); in a 

period of time 

 

G. Applied platform: 

The MATLAB is used for the application of the network 

and request generation. The output is analyzed with the help 

of MATLAB tool. The engine is made for the above said 

issues and a real time network virtually establish to check the 

real time issues like blocking probability and QoS. The 

engine is able to generate number of requests and able to 

generate the shortest path following the rules of the Dedicated 

path protection. The Dedicated Path protection algorithm are 

implemented and measured on different strength of network. 

The networks are built by the engine and then different kind 

of the analysis on the base of the dynamic and static network 

conditions.  

 

There are the following issues which are covered by the 

engine and these are as follows: 

 
1. Simulation consist of Two distinctive interactive Units: 

a. Network Play 

b. Request Play 

 

2. Network Play 

a. This is a Network Engine which runs in 

backend 

b. It has 2 Major controls: 

i. Start/Pause/Resume Network 

ii. SONET/SDH State viewer 

 

3. Request Play 

a. This is implemented in the frontend. 

b. It has all the controls to generate/process 

requests 

c. Key controls are: 

i. Posting a User request 

ii. Randomize request parameters 

iii. Randomize + Post request (for ease 

of analysis) 

iv. Auto – Request Generator 

 

The Simulations are based on the above points. Network 

interface provides the interface with the Network which 

should be specially SONET/SDH network. This network 

engine runs at back end. It provides the virtual view of the 

network and we can change the service requests and their 

bandwidth requirement at our own choice. This help to better 

analysis on the network. In this engine we can assign number 

of the nodes and their links with weights automatically or 

manually. We can stop the running network for the analysis 

purpose and again resume the network. The states of the 

network can be check at any time. That how many number of 

requests handled or rejected by the network at any particular 

time. This can be check using the state viewer of the Network 

Engine.  
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Fig. 3: MATLAB Network Engine for Dedicated path protection 

Figure 3, shows a view for the working platform to apply the 

Network issues for the Dedicated Path protection and 

provisioning. At backend the network is created with 

automatic weight assignment which is based on the 

bandwidth and distances from the node and applied through 

dedicated path protection. The distance between the nodes 

also plays important role for the weight assignment and are 

implemented in the algorithm for dedicated path protection. 

 The Engine can be analyzed using the posting the 

requests and run the requests over the defined network. This 

point provides flexibility to check the processed requests and 

generation of requests. The Engine can directly implement on 

the real time network. The engine is providing good results 

for the advanced system design for networking of 

SONET/SDH Networks. The Network engine can be 

enhanced further using other implications for the Network 

design issues which effects the Network. 

 

  
Fig. 4: A simple Network with connected and unconnected nodes using dedicated 

path protection 

 

In Fig. 4, a network with 120 nodes has been shows with 

about 70 requests at a time. A Really important Backend 

parameter “Refresh Rate” is also available for view only to 

the system administrator, to check out the frequency or 

timeout of each request acceptance/denial. 

 

IV. RESULTS AND PERFORMANCE ANALYSIS 

This requires section-wise data gathering and 

computation as well as relevance to the overall goal 

perspective. Our Analytic System computes the data and 

provide us in a raw form, which needs to be understand and 

then implement to for higher gains.  

 

Our goal is to minimize the no. of rejected/dropped call 

in a particular network setup. This requires the enforcement 

of our Bandwidth utilization strategy and engine for 

predictive calculations and harness of any unstable situations. 

 

 

 

A. Data Computation 

 

1. Number of requests Accepted and Rejected vs Alpha 

 

 
Fig. 5: Accepted and Rejected Requests Vs Alpha 

 

2. Blocking Probability vs Time 

 

 
Fig. 6: Blocking Prob. Vs Time 
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3. QoS vs Time 

 
Fig. 7: QoS Vs Time 

 

Now, since we gathered these parameters and their 

reactions for the chosen network conditions and load, we can 

analyse in-depth. The following inferences we can make now: 

 

1. Bandwidth utilization has a clear dependency on 

Alpha values: Alpha (α) values range between 0.01 and 

1.00 with a precision up to 2 decimal points. Due to this 

high accuracy rate in setting up the exactly demanded 

Alpha value, we can adjust the system as per the 

increasing day-by-day call-flow rates. 

 

2. QoS decides the Ideal Alpha:  As we look closely to the 

QoS vs Time graph we finds some really interesting, yet 

ultimate system manipulation criteria’s. This graph 

shows the Functioning of the NETWORK in the TEST 

Condition set-up for about 1 Hour with a predefined 

Call-flow rate. This test condition has been repeated for 

10 different equally-spaced Alpha levels.  

 

B. Analysing/Inferences 

 As we all know, if there is an increase in the call 

drop rate, the QoS will also increase, and so the 

network performance degrades. [QoS= (No. of 

Dropped calls)/ (Total No. of Calls), in a period of 

time]  

 Initially QoS will increase with time and then 

converges to a constant value for the rest of the 

period. 

 QoS is more and also rapidly increase for higher 

value of Alpha, so choosing more Alpha will leads to 

poor performance of the network. 

 So, if we take the Alpha value to be least, it would 

also not solves the problem as its QoS increases with 

time in a linear way. 

 From the graph, if we select Alpha value to be 0.3 or 

0.7, then we got the least effective QoS for the 

network. On these values system performs at its best. 

 In addition to this, if we implant a method to mix-

match alpha values for the whole system that to be 

changed as per the call flow rate-changes, we could 

achieve an IDEAL SONET system. We can 

implement this by using an Automated Alpha 

scheduler. Let’s say, for the experimented SONET 

network, we can set Alpha=0.7 for first 10 min., 

then Alpha=0.3 for next 20 min., and then finally we 

can have Alpha=0.7 again in the last 30 min. This 

will give ideal results for a particular call flow 

scenario. 

 
V. CONCLUSION 

 

If the SONET/SDH network is implemented using the above 

inferences as the criteria for its operation, then the functional 

capacity of the network increases by 50% (as compared with 

the non-bandwidth-optimized networks; in the testing 

environment). This implies that, it will give 50% more 

acceptance rate for all the incoming/outgoing voice and data 

channels. This percentage might be affected by the hardware 

quality, routers in remote area locations, demographics, 

topography, power management units, and even by other 

environmental effects. 
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