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Abstract— In this paper, an effective image fusion method is 

proposed for creating a highly informative fused image 
through merging multiple images. The proposed method is 
based on higher order singular value decomposition (HOSVD). 
Since image fusion depends on local information of source 
images, the proposed algorithm simply groups together similar 
patches of source images to constitute the fused image by 
processing the divided 3D stack rather than the whole tensor. 
Then it computes the sum of absolute values of the coefficients 
(SAVC) from HOSVD of sub-tensors for activity-level 
measurement to evaluate the quality of the related image 
patch; and a novel sigmoid-function-like coefficient-combining 
scheme is applied to construct the fused result. Experimental 
results show that the proposed algorithm is an alternative 
fusion approach for multi-modal and multi-focus images. 

Index Terms—Coefficient-combining strategy, singular value 
decomposition (SVD), image fusion, sigmoid function.  

I. INTRODUCTION 
Image fusion is a process of combining relevant 

information from two or more images of the same scene to 
get the more informative image [1]. Input images could be 
multi sensor, multimodal, multi focal or multi-temporal. 
Image fusion is an important technique for various image 
processing and computer vision applications such as feature 
extraction and target recognition. The fused image can 
provide more comprehensive information about the scene 
which is more useful for human and machine perception 
[3]-[6]. Image fusion find application in the area of 
navigation guidance, object detection and recognition, 
medical diagnosis, satellite imaging for remote sensing, rob 
vision, military and civilian surveillance, etc. For instance, 
the performance of feature extraction algorithms can be 
improved by fusing multi-spectral remote sensing images. 
The fusion of multi-exposure images can be used for digital 
photography. In these applications, a good image fusion 
method has the following properties. First, it can preserve 
most of the useful information of different images. Second, 
it does not produce artifacts. Third, it is robust to imperfect 
conditions such as mis-registration and noise. 

 
A large number of image fusion methods [3]-[9] have 

been proposed in literature. Some are in spatial domain and 
some are in transform domain. Among these methods, 
multi-scale image fusion [5], [6] and data-driven image 
fusion [7], [8] are very successful methods. They focus on 
different data representations and different image fusion 

rules to guide the fusion of coefficients. The major 
advantage of these methods is that they can well preserve 
the details of different source images. However, these kinds 
of methods may produce spatial distortions.  

 
The fusion process [1] consists of three basic stages: 

Image Acquisition, Image Registration and Image Fusion. 
Image Acquisition is the process of acquiring images from 
one or several image sensors. Image registration is the 
process of establishing a point-by-point correspondence 
between multiple images depicting the same scene or 
different scene. Before the image fusion algorithm is 
applied to the source images, image registration is used to 
ensure the correspondence between the pixels in the input 
images. Lastly, the image fusion process is used to combine 
the relevant information from the set of source images, into 
a single image.  

 
The advantages of HOSVD, high-dimensional data 

representation and feature extraction, motivate to propose 
the image fusion algorithm based on transform domain 
using Higher order SVD [8]. HOSVD is an extension of the 
SVD to higher order dimensions. It is not optimal tensor 
decomposition in the sense of least squares data fitting and 
has not the truncation property of the SVD, where 
truncating the first singular values [9] permits to find the 
best -rank approximation of a given matrix. Despite this, the 
approximation obtained is not far from the optimal one and 
can be computed much faster [9], [10]. In fact, the 
computation of HOSVD [2] does not require iterative 
alternating least squares algorithms, but needs standard 
SVD computation only.  

 
It is worthwhile to highlight several aspects of the 

proposed transform domain-based approach here. 
1) Source images refer to the same scene (multi-focus 
images or multi-modal images); this paper constructs them 
into a tensor and employs the HOSVD technique to extract 
their features simultaneously [8]. Furthermore, an algorithm 
picks out informative image patches of source images to 
constitute the fused image by processing the divided sub-
tensors rather than the whole tensor. 
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Fig. 1. Block schematic of proposed image fusion method. 

 
2) A slice of the core tensor yielded from HOSVD of sub-
tensors reflects the quality of the related image patch. Unlike 
the conventional activity-level measurements, which apply 
the absolute value of a single coefficient to evaluate the 
corresponding pixel, this paper employs the sum of absolute 
values of coefficients (SAVC) [8] as the activity-level 
measurement of the related patch. 
3) To adapt to different activity-level measurements, this 
paper proposes a flexible sigmoid-function-like coefficient-
combining scheme [8], which incorporates the choose-max 
scheme and the weighted average scheme. 

A novel image fusion method extends the proposed 
algorithm to fuse color images refer to multi-modal (PET 
and MR) images. The article is structured as follows. In 
Section II, we present the topics related to work as Tensor 
decomposition using HOSVD, sigmoid function like 
coefficient-combining scheme. In Section III, we describe 
the algorithm based on HOSVD and show how it is used for 
gray-scale as well as colour images. Section IV describes the 
results in terms of performance measures also shows the 
effect of patch size on performance. Finally, Section V 
concludes the article. 
 

II. RELATED WORK 

A. Tensor Decomposition 
 

Tensor decomposition was studied in psychometric data 
analysis during the 1960s, when data sets having more than 
two dimensions (generally called “three-way data sets”) 
became widely used [10]. In this section, we present the 
definitions and properties of HOSVD [2], highlighting its 
difference with respect to standard SVD [10]. 

 
Tensors are generalizations of vectors (that have one 

index) and matrices (that have two indices) to an arbitrary 
number of indices. A tensor can be represented as a 
multidimensional array of numerical values [2]. Here, 
several notations and operations of tensors [8], [10] will be 
used in the rest of this paper. We denote tensors as 
calligraphic letters (A, B , etc.), matrices as capital letters (A, 
B etc.), and vectors as small letters (a, b etc.). 

 

1) An Nth order tensor is an object with N indices, i.e. 
ܣ ∈ R୍భ	×	୍మ	×…	×	୍ ొ. 

2) An nth-mode vector of an (Iଵ	 × 	 Iଶ 	× …	× 	 I୒) 
dimensional tensor ܣ	is an n-dimensional vector 
obtained by varying index in but fixing the other indices. 

3) The nth-mode product of a tensor ܣ ∈ ܴூభ	×	ூమ	×…	×	ூಿ 
and a matrix U ∈ ܴூ೙	×	ூ೙ along the nth mode is denoted 
by, 

	ܤ = 	ܣ ×௡	 ܷ ∈ ܴூభ	×	ூమ	×…	×	ூಿ 
with elements,  
௜ܾభ	,௜మ	,… ,௜೙షభ	,௝೙	,	௜೙శభ	,…,௜ಿ	

= ෍ ܽ௜భ ,௜మ,…,௜೙షభ,௜೙,௜೙శభ,…,௜ಿ

ூ೙

௜೙ୀଵ

	 ∙  ௝೙,௜೙ݑ	

where ݑ௝೙,௜೙ stands for the (݆௡, ݅௡)th element of unitary 
matrix U, and ܽ௜_ଵ,௜_ଶ,…,௜_(௡ିଵ),௜_௡,௜_(௡ାଵ),…,௜_ே represents 
the (݅ଵ, ݅ଶ, … , ݅௡ିଵ, ݅௡ , ݅௡ାଵ, … , ݅ே) element of tensor A. 

4) The nth-mode matricization of a tensor A is an 
operation where the nth-mode vectors of A are aligned 
as the columns of a matrix, which is denoted by A (n). 

5) HOSVD of a tensor ܣ ∈ R୍భ	×	୍మ	×…	×	୍ొ  is given by, 
	ܣ = 	෍	xଵ 	Uଵ		xଶ		Uଶ 	…	x୒	 	U୒ 

where ∑ ∈ R୍భ	×	୍మ	×…	×	୍ొ		is the core tensor that satisfies 
the all orthogonality conditions. 

The Singular Value Decomposition (SVD) of a matrix 
gives us important information about a matrix such as its 
rank, an orthonormal basis for the column or row space, and 
reduction to diagonal form. In applications, especially those 
involving multiway data analysis, information about the 
rank and reduction of tensors to have fewer nonzero entries 
are useful concepts to try to extend to higher dimensions. 
Some applications need orthogonality of the matrices for 
better interpretation of the data. 

HOSVD is data-driven decomposition technique and can 
extract the features of multiple slices of the decomposed 
tensor simultaneously. Therefore, two source images are 
constructed into a tensor ܣ	with (ܯ × ܰ	 × 2) dimensions 
(i.e., with three modes: the row, the column, and the label of 
the source image order), and HOSVD is employed to extract 
the related features (i.e., to obtain the decomposition 
coefficients). Although HOSVD is used to obtain the 
decomposition coefficients (or extract features) of multiple 
images there are two important differences. On the one 
hand, since image fusion relies on local information of 
source images, we form (ܯ෩ × ෩ܰ 	× 2) dimensional 
subtensor ܤ௜(1) and ܤ௜(2) separately from the two source 
images and perform the HOSVD of	ܣ௜. So that informative 
image patches are picked out to piece together the final fused 
image. On the other hand, unlike the conventional method, 
which directly employs the slice of the core tensor as the 
features of the corresponding image, we use the nth-mode 
product of the core tensor and the third-mode factor matrix 
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to reflect the quality of the related image patch for the 
purpose of constructing the final fused result. 
 

B. Quality Measures 
 
The application area of image fusion determines the 

evaluation method of fusion. In image fusion application, the 
aim of fusion is to process the significant parts of source 
images, for instance, the edges and regions with high 
contrast. This type of evaluation is based on the perceptual 
information. On the other hand, some quantitative measures 
can be used for performance evaluation of fusion method. In 
the quantitative performance evaluation [8], [11- 13], we 
evaluate fusion on the basis of statistical parameters of fused 
image. Several parameters can be used for evaluating the 
performance of fusion algorithm. In the proposed work we 
have used following performance evaluation metrics namely 
fusion factor, fusion symmetry, information entropy, mutual 
information, standard deviation, overall cross entropy, 
PSNR, image quality index, QAB/F metric etc. These 
performance metrics are briefly introduced as follows: 

 
1) Entropy: 

It reflects the amount of information in the fused image. The 
larger the EN is, the more information the image carries. 
Entropy is an index to evaluate the information quality of an 
image. If the entropy value becomes higher after fusion, it is 
an indication that the information quality has increased and 
the fusion performance has improved. 

ݕ݌݋ݎݐ݊ܧ = −෍݌(݅) {(݅)݌}ଶ݃݋݈
ீ

௜ୀ଴

 

where G is the number of gray levels in the image’s 
histogram (255 for a typical 8-bit image), and p(i) is the 
normalized frequency of occurrence of each gray level, i.e., 
the histogram of the image. To sum up the self-information 
of each gray level from the image, the average information 
content (entropy) is estimated in the units of bits per pixel. It 
should be noted that entropy is also sensitive to noise and 
other unwanted rapid fluctuations. 
 
2) Mutual Information: 

The mutual information I(A,B) is used to measure the 
similarity of image intensity distribution between images A 
and B. Image histograms can be used to obtain distribution 
probabilities. Higher the value of I(A,B) better the similarity 
between A and B, and thus a better fusion algorithm.  
Mutual Information is defined as, 

(ܤ,ܣ)ܫ = ෍	 ஺ܲ஻(ܽ, ܾ) ×
)݃݋݈ ஺ܲ஻(ܽ, ܾ))
( ஺ܲ(ܽ)	 ஻ܲ(ܾ))

௔,௕

 

where, PAB (a,b) is the joint distribution probability, PA (a) 
and PB (b) are the distribution probabilities of A and B, 
respectively. 
 

3) Overall cross entropy: 

It can reflect the difference between the two source images 
and the fused image. It is determined by entropy and mutual 
information. Therefore, the smaller the OCE gives the better 
fusion result that is obtained. 

	ܧܥܱ =
ଵܪ) + (ଶܪ	

2  
where, H1 is Entropy(F) – I (A,F) and H2 is Entropy(F) – I 
(B,F). Here, A, B are the source images and F is the fused 
image. 
 
4) Fusion factor: 

It is the sum of the mutual information of source images and 
fused image.  

ܨܨ = (ܨ,ܣ)ܫ +  (ܨ,ܤ)ܫ	
where (ܨ,ܣ)ܫ and (ܨ,ܤ)ܫ are mutual information between 
source images and fused image. Mutual information is a 
basic concept of information theory measuring the amount of 
information that one image contains about another. Thus, 
higher value of fusion factor gives more information about 
image. 
 
5) Peak SNR:  

The fused image is looked upon as the ideal image (signal) 
plus the noise image (difference between the ideal image and 
the fused image). The larger the SNR value, the better the 
fused result. 

ܴܲܵܰ = 10	 ଵ଴݃݋݈ ቆ
ܲ݁ܽ݇ଶ

ܧܵܯ
ቇ 

Here Peak is the maximum possible value is having every bit 
as 1, i.e 11111111 = 255. And MSE is nothing but mean 
squared error. 
 
6) Image quality metrics: 

Natural image signals would be highly structured and their 
pixels reveal strong dependencies. These dependencies 
would carry vital information about the structure of the 
object. It compares local patterns of pixel intensities that 
have been normalized for luminance and contrast.  

(ܤ,ܣ)ܯܳܫ =
஻ߤ஺ߤ2) + ஺஻ߪଵ)(2ܥ	 + (ଶܥ	

஺ଶߤ) + ஻ଶߤ	 + ஺ଶߪ)(ଵܥ	 + ஻ଶߪ	 +  (ଶܥ	

where ߤ஺ , ஻ߤ  are the mean intensities of reference image 
and fused image respectively. σ is the standard deviation 
and σ୅୆  is the covariance between these two images. The 
larger the IQM value, better similarities in the fused result. 
 
7) QAB/F metric: 

It considers the amount of edge information transferred from 
the input images to the fused image [14]. It should be close 
to 1 as much as possible. Having Q୅୊ and Q୆୊ for (M	 × N) 
size images, a normalised weighted performance metric 
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Q୅୆/୊	of a given fusion process that operates on images A 
and B, and produces F is obtained as follows: 
ܳ஺஻/ி  =  
 

∑ ∑ ܳ஺ி(݉, (݊,݉)஺ݓ(݊ + ܳ஻ி(݉, ,݉)஻ݓ(݊ ݊)ே
௡ୀଵ

ெ
௠ୀଵ

∑ ∑ ൫ݓ஺(݅, ݆) + ,݅)஻ݓ	 ݆)൯ே
௝ୀଵ

ெ
௜ୀଵ

 

Note that the edge preservation values, Q୅୊ and Q୆୊ are 
weighted by w୅(m, n) and		w୆(m, n), respectively. In 
general, edge preservation values which correspond to 
pixels with high edge strength should influence Q୅୆/୊	more 
than those of relatively low edge strength. 
 

III. IMAGE FUSION ALGORITHM 
 

A new image fusion algorithm is developed according to 
the steps below. To facilitate the description, we begin with 
two (M	 × N)	dimensional gray (multi-focus) images then 
the extension of the proposed algorithm is for color (multi-
modal) image fusion. 

 
Steps for multi-focus image fusion: 

1. Construct the tensor of two input images of same 
scene with (256 x 256 x 2) dimensions.  

2. Form a sub-tensor of patches and apply Higher 
Order SVD transform simultaneously. 

3. Find Sum of Absolute Value of the Coefficients for 
activity level measurement.  

4. Apply fusion rule i.e. coefficient combining 
scheme. 

5. Evaluate the performance of fused image in terms 
of quality measures. 

Steps for multi-modal image fusion: 
1. Construct the tensor of two input images taken from 

different modal with (256 x 256 x 4) dimensions; 
out of these two inputs, one is PET (colour) image 
(256 x 256 x 3) and another is MR (gray-scale) 
image (256 x 256) of human brain.  

2. Form a sub-tensor of patches and apply Higher 
Order SVD transform simultaneously. 

3. Find Sum of Absolute Value of the Coefficients for 
activity level measurement.  

4. Apply fusion rule i.e. coefficient combining 
scheme. 

5. Evaluate the performance of fused image in terms 
of quality measures. 

A. Initialization 
 

In this, we are going to take two input images. For 
multi-focus image fusion, the first one ‘far focused image’ 
and second is ‘near focused image’ and for multi-modal 
image fusion, the first on ‘PET image’ and second is ‘MR 
image’ of human brain. We are going to concatenate the two 
images and construct in to form of tensor (ܯ × ܰ× 2) and 
ܯ) × ܰ × 4) for multi-focus and multi-modal images 
respectively by using tensor tool box with is special tool box 

available for tensor based application. To construct the fused 
result conveniently, we employ the sub-tensor ൫M෩ 	× 	N෩ 	×
2൯ of two gray-scale image patches and ൫M෩ 	× 	N෩ 	× 4൯ of 
PET and MR image patches. Here we choose patch size is 
equal to 4 i.e. (2	 × 2). Image fusion depends on local 
information of source images rather than total information, 
this paper picks out informative image patches of source 
images to constitute the fused image by processing the 
divided sub-tensors rather than the whole tensor. Then it 
employs the HOSVD technique to extract their features 
simultaneously. 
 

B. Decomposition of Coefficients 
 
HOSVD is one of most efficient data-driven 

decomposition techniques [8]-[10] and can extract the 
features of multiple slices of the decomposed tensor 
simultaneously. For i = 1, 2, … , I, let the HOSVD of 
divided sub-tensor ܣ௜	be given by, 

 
ܵ = 	 ௜ܣ 	×ଵ 	ܷ(ଵ)೅ 	×ଶ 	ܷ(ଶ)೅ 	×ଷ 	ܷ(ଷ)೅	 

 
here core tensor	ܵ is all-orthogonal and ordered. All 
orthogonality [2] means that the “horizontal slices” of S 
(fixing i constant) are mutually orthogonal with respect to 
the inner product. The ordering condition is simply a 
convention that fixes a particular ordering of the columns of 
ܷ(௡), much like in the case of matrix SVD.

 The sub-tensors ܣ௜	using two image patches B୧(1) and 
B୧(2) separately from the two source images and perform 
the HOSVD of	ܣ௜, so that informative image patches are 
picked out to piece together the final fused image. On the 
other hand, unlike the conventional method, which directly 
employs the slice of the core tensor as the features of the 
corresponding image, we use the nth mode product of the 
core tensor and the third-mode factor matrix to reflect the 
quality of the related image patch for the purpose of 
constructing the final fused result from the product above 
more conveniently. 

 

C. Activity-level Measurement 
 
It is commonly thought that the magnitude (absolute 

value) of the decomposed coefficient is consistent with the 
related local energy, which implies that the larger the 
absolute value of the coefficient is, the more information the 
corresponding pixel contains. Therefore, many transform 
domain fusion methods employ the absolute value of the 
coefficient as the activity-level measurement of the 
corresponding pixel. Borrowing the idea but unlike it, this 
paper defines the SAVC as the activity-level measurement 
of the related image patch to evaluate its quality. 

Based on coefficient matrix	ܣ௜	(: , : , ݈), the activity-level 
measurement of image patch ܤ௜	(݈)	is defined as, 
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௜݁(݈) = 	 ෍ ෍	ܣ௜	(: , : , ݈)
ே෩

௡ୀଵ

ெ෩

௠ୀଵ

, ݈ = 1,2 

 
According to these activity-level measurements, coefficient 
matrices 	ܣ௜	(: , : ,1)	 and 	ܣ௜	(: , : ,2)	are merged to obtain a 
new coefficient matrix ܦ௜, i.e. 
 
௜ܦ =  

1

1 + 	 ݁
൬ି௞	 ୪୬൬௘೔	(ଵ)

௘೔	(ଶ)൰൰
	× 	෍ (: , : , : 1)	

௜
+ 

݁
൬ି௞	 ୪୬൬௘೔ 	

(ଵ)
௘೔ 	(ଶ)൰൰

1	 + 	 ݁
൬ି௞	 ୪୬൬௘೔	

(ଵ)
௘೔	(ଶ)൰൰

	× 	෍ (: , : , : 2)	
௜

 

 
where ݇ is the shrink factor of sigmoid function. 
Fused image patch is 
 

௜ܨ 	= 	 ௜ܷ 	× ௜ܦ	 	× 	 ௜ܸ
் 	= 	 ௜ܤ ,											݅ = 1, 2, …  ܫ

 

D. Sigmoid function 
 
To derive the proposed coefficient-combining scheme, 

we first consider all possibilities [8] from fig 2: 1) In the 
same sub-tensor, the image patch with an even higher SAVC 
value contains more rich information or is of higher quality; 
thus, it should be directly selected (choose-max strategy) as 
the final fused result of the corresponding sub-tensor. 2) If 
the SAVCs of both image patches are close to each other, 
then they have approximate image quality, and thus, their 
weighted average should be used as the ultimate fused result 
of the sub-tensor. 

 

 
Fig. 2. Sigmoid Function with different shrink factors 

 
However, for the first case, when two adjacent image 

patches are chosen, respectively, from different source 

images, it will cause discontinuous gap pixels between 
adjacent patches of the fused image. Therefore, a choose-
max strategy with the smoothing function should be 
designed. In order to attain the aim above, this paper designs 
a novel sigmoid-function-like coefficient-combining scheme 
to adapt to different cases. From fig. 2, When	݇ = 	∞, the 
first situation is mapped into the flat region of the sigmoid 
function’s range, and then, the approximate choose-max 
scheme works. When ݇ = 	80, the second one is projected 
into its steep region and in this case, the weighted average 
scheme works. 

 
Fused image patch: 
௜ܨ =  ௜(1)ܤ

. . . If ௜݁(1) > ௜݁(2) 
௜ܨ = ௜(1)ܤ] [௜(2)ܤ+ 2⁄   

. . . If ௜݁(1) = ௜݁(2) 
௜ܨ =   ௜(2)ܤ

. . . If ௜݁(2) > ௜݁(1)  
 

IV. EXPERIMENTAL RESULTS 
 

To verify the proposed method, it is tested on computer 
vision, medical images and compared with the conventional 
DWT, DCT, PCA, and LAP-based approaches [3]–[6], [8]. 

 
 

 
                  (a)           (b)               (c) 
Fig 3. Saras_Plane (a) Input image1 (b) Input image2 (c) Fused image 

 
 

 
(a)            (b)               (c)  

Fig 4. Cal_Img (a) Input image1 (b) Input image2 (c) Fused image 
 

 
(a)            (b)               (c)  

Fig 5. Medical Image (a) PET image1 (b) MR image2 (c) Fused image 
 



International Journal of Engineering Trends and Technology (IJETT) – Volume 15 Number 9 – Sep 2014 

ISSN: 2231-5381                    http://www.ijettjournal.org                               Page 458 
 

A. Performance Evaluation of the Proposed Fusion 
Algorithm 
 

Note that, except for Q୅୆ ୊⁄ , EN, and OCE, other metrics 
require the ideal or original image as the reference image. 

 
Performance results for multi-focus image fusion: 
 

Performance 
Parameters 

Results of proposed scheme 

k = 120 
for fig. 3 

k = 80 
for fig. 3 

Entropy 10.9250 10.5250 

Mutual Information 2.7669 2.7669 

Fusion Factor 10.2533 9.8533 

Standard Deviation 44.0207 43.6207 

Mean Square Error 0.0450 0.0675 

Peak SNR 77.1216 75.3606 

QAB/F 1.7045 1.3045 

Image Quality Index 16.6204 1700204 

Overall Cross Entropy 8.2971 7.8971 
 

Performance results for multi-modal image fusion: 
 

Performance 
Parameters 

Results of proposed scheme 

k = 120 
for fig. 5 

k = 80 
for fig. 5 

Entropy 13.9535 9.3023 

Mutual Information 2.2295 2.2295 

Fusion Factor 10.6874 7.1249 

Standard Deviation 52.6620 35.1080 

Mean Square Error 0.2858 0.4287 

Peak SNR 57.1808 55.4199 

QAB/F 1.2443 0.8443 

Image Quality Index 1.0907 0.7271 

Overall Cross Entropy 11.7019 7.8013 
 

B. Effect of Patch Size on the Proposed Algorithm 
 
In this experiment, the effect of patch size [8] on the 

performance of the proposed algorithm is investigated when 
k=120 (take “fig.3” for example). When the patch size 
varies from 4 to 12, the related EN, QAB/F and OCE 
performance metrics are given in Fig. 6(a)–(c), respectively. 
 

 
Fig. 6a. Effect of Patch size on Entropy 

 

 
Fig. 6b. Effect of Patch size on Q୅୆ ୊⁄  

 

 
Fig. 6c. Effect of Patch size on Overall Cross Entropy 

 
1) The QAB/F value increases as the patch size increases; 2) 
As the patch size increases, the EN value drops and 3) The 
OCE value decreases with the increase in patch size. 
 

 



International Journal of Engineering Trends and Technology (IJETT) – Volume 15 Number 9 – Sep 2014 

ISSN: 2231-5381                    http://www.ijettjournal.org                               Page 459 
 

V. CONCLUSION 
 

The experiments show that the proposed algorithm is an 
alternative image fusion method for both multi-focus and 
multi-modal images. The success of the proposed algorithm 
lies in the following: 1) HOSVD, a fully data-driven 
technique, is an efficient tool for high-dimensional data 
decomposition and feature extraction; 2) the SAVC is a 
feasible activity-level measurement for evaluating the quality 
of image patches; and 3) the sigmoid-function-based 
coefficient-combining strategy incorporates the conventional 
choose-max strategy and the weighted average strategy and 
thus adapts to different activity levels. 

An effective and fast image fusion algorithm using tensor 
decomposition and coefficient-combining scheme has been 
proposed. Finally, experimental results show that the 
proposed transform domain algorithm is having some spatial 
distortions but it is tolerable for multi-modal medical image 
fusion. Also It is an alternative color image fusion approach.  
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