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Abstract— Data mining, or knowledge discovery in databases, 
refers to the discovery of interesting, implicit, and previously 
unknown knowledge from large databases. Spatial data mining 
presents new challenges due to the large size of spatial data, the 
complexity of spatial data types, and the special nature of 
spatial access methods. Spatial data mining is the task of 
unfolding the knowledge hidden in the spatial databases. By 
collecting spatial data i.e patients’ data, we analyze, predict and 
interpret the data to the health organizations for conducting 
Campaigns. The spatial Databases contain both spatial and 
non-spatial attributes .In this paper we focus effectively in 
designing disaster prediction system to identify the Dengue 
disease using Data mining tools i.e SPSS Modeler and Data 
mining algorithms. 

 Index Terms— C5.0 Algorithm, Dengue Fever, Spatial Data 
Mining, SPSS Modeler, SPSS Statistics. 

1 INTRODUCTION 
 

 Dengue virus and dengue hemorrhagic fever are 
amongst the most important challenges in tropical diseases 
due to their expanding geographical distribution, increasing 
outbreak frequency, hyperendemicity and evolution of 
virulence [Dengue Bulletin – Vol 28, 2004]. Artificial 
Intelligence (AI), with its various subfields, has a long 
history of knowledge extraction, representation, and 
inference in medicine. In dermatology, applications of AI 
methods, the focus has traditionally been on image analysis 
and understanding, aimed at providing decision support for 
physicians. The field of computer-assisted dermatology has 
thus benefited greatly from advances in knowledge 
representation techniques and machine learning algorithms. 
Recently, increased connectivity and the ubiquitous 
availability of internet access have resulted in new 
opportunities for distributed and collaborative diagnosis. 
Clinical dermatology is mainly a visually dominated 
discipline. The recognition of signs and symptoms as well as 
their interpretation of patterns typical for specific diseases 
remains the core task for diagnosis. As such, dermatology 
benefits from intelligent computer applications that structure 
and analyze visual information, allowing the combination of 
this information with test results containing physical, 
biochemical or genomic information. During the last decade 
computer-assisted applications have proven to be of value for 
the diagnosis of various forms of skin cancer, especially 
cutaneous melanoma, Cholera, Dengue Fever, Malaria, Polio, 
etc... The increasingly large amount of geographical data 

available to physicians calls for computer-assisted methods 
to extract information and knowledge from the available data. 
     Geography is an integrative discipline and geographic 
data under analysis often span across multiple domains. The 
complexity of spatial data and geographic problems, together 
with intrinsic spatial relationships, constitute an enormous 
challenge to conventional data mining methods and call for 
both theoretical research and development of new techniques 
to assist in deriving information from large and 
heterogeneous spatial datasets (Han and Kamber 2001; 
Miller and Han 2001; Gahegan and Brodaric 2002). Health 
maps have become available as the use of geographical 
information systems in health related contexts increased 
[1][4][11]. 
     A formula implemented as Hazard science to Risk 
Science, towards understanding the hazards and their 
consequences (risks), following a probabilistic approach 
using spatial data mining[1].Due to larger heterogeneity of 
spatial data, the providers of geographic data specify 
different models for same spatial objects. Context specific 
semantics is one of the best approach suggested which deals 
with provision of feature space derivations. Unknown and 
unexpected patterns, trends or relationships can hide deep in 
a huge feature space and make it very hard for analytical 
methods or visual approaches to find [Miller and Han 2000]. 
     A hypothesis space is formed by all possible 
configurations of the tools used to detect patterns in a feature 
space. Characteristically, however, the hypothesis space for a 
large and high dimensional geographic dataset has an 
extreme degree of complexity. This is caused by several 
factors. First, each pattern may involve a different subset of 
variables from the original data, and the number of such 
subsets (hereafter subspaces), i.e., possible combinations of 
attributes, is huge. Second, inside a subspace, potential 
patterns can be of various forms (e.g., clusters can be various 
shapes). Third, for a specific pattern form (e.g., cluster of a 
specific shape), its parameter space is still huge, i.e., there 
are many ways to configure its parameters. Fourth, patterns 
can vary over geographic space, i.e., patterns can be different 
from region to region. 
 

2 APPLYING SPATIAL DATA MINING 
 
Spatial data mining becomes more interesting and important 
as more spatial data have been accumulated in spatial 
databases [9].  
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2.1 Spatial Statistics 
 
Using spatial statistics measures, dedicated techniques such 
as cross k-functions with Monte Carlo simulations, lattice 
method have been developed to test the collocation of two 
spatial features. At the outset the studies include, the spatial 
data mining problem of how to extract a special type of 
proximity relationship – namely that of distinguishing two 
clusters of points , based on the types of their neighboring 
features is another study[2][6][8].  Classes of features are 
organized into concept hierarchies [3].A reasonable and 
rather popular approach to spatial data mining is the use of 
clustering techniques to analyze the spatial distribution of 
data. While such techniques are effective and efficient in 
identifying spatial clusters, they do not support further 
analysis and discovery of the properties of the clusters. 
 
2.2 Mining Collocation Patterns 
 
Mining collocation patterns give the standard of observing 
the generic characteristics of a given spatial zone with more 
relevant Boolean features with their s %( support) and c 
(confidence)[6]. The work of mining Collocation patterns 
into spatial statistics approaches and combinatorial 
approaches [7]. The spatial Collocation pattern mining 
presented in the erstwhile works has bias on popular events. 
It may miss some highly confident but “infrequent” 
Collocation rules by using only “support”-based pruning. 
     In a spatial database S, let F = {f1,… , fk} be a set of 
Boolean spatial features. Let I = {i1,…, in} be a set of n 
instances in the spatial database S, where each instance is a 
vector consisting of [instance-id, location, spatial features]. ~ 
Neighborhood relation R over pair wise locations in S exists 
~ is assumed. The object of this collocation rule mining is to 
find rules. A and B are subsets of spatial features. A 
determines the set of spatial features that form the antecedent 
part of the rule and B defines the action and its consequential 
parts the support and the confidence. The rule indicates the 
coincidence of the spatial collocation rule absorbs the action 
of the rule in the “nearby” regions of the spatial objects that 
comply with the collocation rule. A collocation pattern C is a 
set of spatial features. A neighbor-set L is said to be a row 
instance of collocation pattern C if every feature in C appears 
in an instance of L, and there exists no proper subset of L 
does so. We denote all row instances of a collocation pattern 
C as row set(C). In other words, row set(C) is the set of 
neighbor-sets where spatial features in C collocate. The 
conditional probability is the probability that a neighbor-set 
in row set (A) is a part of a neighbor-set in row set (B). 
Intuitively, the conditional probability p indicates that, 
whenever we observe the occurrences of the spatial features 
in A, the probability to find the occurrence of B in a nearby 
region is p. 
 

2.3 Finding/Estimating Symptoms to Build Collocations 
 
Since 1998, we have developed and made use of the PC-
based geographical information system (GIS) to manage the 
huge databases on cases and Aedes mosquitoes island-wide. 
Examples of information stored on the GIS are: patients’ 
particulars, locations of Aedes breeding, larval densities, 
species of vectors, habitat types, premises types, and ovitrap 
locations [3]. The GIS enables us to visualize at a glance 
“hotspots” where cases or breeding are concentrated so that 
early control operations can be implemented. We can also 
perform spatial and temporal analyses of the data for future 
planning, such as the review of dengue sensitive areas; and 
for day-to-day operation planning such as the boundary of 
control operations in outbreak areas, the progression of an 
outbreak, etc. 
     The majority of houses have a cement water container 
located in the bathroom to store water for bathing and a 
smaller container in the water closet (WC). Water containers 
made from clay or plastic barrels/jars are also kept in the 
kitchen for cooking or drinking purposes. Additional water 
containers may act as potential breeding sites both inside and 
outside houses. The people are utilizing breed in pools of 
water. 
      Dengue (pronounced den’ gee) the most prevalent 
Arthropod-borne viral (Arbor virus) belonging to the family 
Flaiviridae. The major dengue vector in urban areas is Aedes 
aegypti but Aedes albopticus is also present. It breeds in 
pools of water [13]. Only female can transmit the virus. 
Female mosquitoes can transmit the virus to the next 
generation of mosquitoes. Symptoms include severe and 
continuous pain in the abdomen, bleeding from the nose, 
mouth , skin bruising, frequent vomiting with or without 
blood, black stools like coal tar, excessive thirst, pale, cold 
skin. There is no specific treatment for dengue, but closely 
medical attention and clinical management saves the lives of 
many patients. At present, the only method of controlling 
dengue is to combat the vector mosquito through chemical 
control and environmental management. Remove tires, 
bottles, cans and other items that catch and retain water, so 
that potential breeding sites for vector mosquitoes can be 
eliminated 
The disease proceeds in possibly three stages:  
(a) Invasion (b) Collapse (c) Reaction 

 
3   THE LAW OF TOTAL PROBABILITY 

 
Although there are many solutions to prevent diseases, 
finding the right area to apply the prevention measure with 
right inputs becomes the criterion. The Bayes’ theorem 
evaluates the reverse of conditionality of events; where the 
symptoms and the causative-agents are analyzed and found 
with a reciprocal equivalence. The Table-1 describes the 
most probable symptoms that cause the epidemics. The fact 
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that the person had a positive reaction to the test may be 
considered as our data to build the collocation pattern [17]. 
 
          The conditional probability of the collocation is the 
probability that a neighbor-set explaining the features of 
existence of causative agent, infection sources, is a part of 
the global neighbor-set in the spatial domain for this 
epidemic application Given a spatial domain in a database 
view S, to measure the implication strength of a spatial 
feature in a collocation pattern, a participation ratio Pr(C,f) 
has to be defined. A feature f has a participation ratio Pr(C,f) 
in pattern C means whenever the feature f is observed, with 
probability Pr(C,f), all other features in C are also observed 
in a neighbor-set. In spatial application domain, as there are 
no natural transactions, for a continuous space, a 
participation index is proposed to measure the implication 
strength of a pattern from spatial features in the pattern. For a 
collocation pattern C, the participation index PI(C) = min 
fЄC Pr(C, f)}. In other words, wherever a feature in C is 
observed, with a probability of at least PI(C), all other 
features in C can be observed in a neighbor-set.  A high 
participation index value indicates that the spatial features in 
a collocation pattern are likely show up together [14]. 
 

4   PROBLEM 
 
4.1  Detection of the Epidemic 
 
Dengue fever (DF) is a self-limiting disease; however, 
dengue hemorrhagic fever (DHF) and dengue shock 
syndrome (DSS) are fatal. Since there is no therapy and 
vaccine against dengue, timely diagnosis is therefore 
necessary for patient management. Laboratory diagnosis is 
carried out by virus isolation, demonstration of viral antigen, 
presence of viral nucleic acid, and antibodies. Further, 
recombinant dengue envelope protein can be used to detect 
specific antibodies, both IgG and IgM against all four 
serotypes of virus using an E. coli vector. Death is generally 
due to the dehydration caused by the illness. The possibility 
that dengue outbreaks result from anomalous patterns of 
precipitation, we analyzed the relationships linking rainfall, 
the abundance of vector mosquitoes, the degree of source-
reduction coverage, and the occurrence of dengue during the 
couple of year period of observation[16]. The co-location 
rules of spatial data mining are proved to be appropriate to 
design nuggets for disaster identification. The state-of-the-art 
and emerging scientific applications require fast access of 
large quantities of spatial data. Here both resources and data 
are often distributed in a wide area networks with 
components administrated locally and independently. The 
collocation rules are very useful in detecting the affected 
areas by finding the symptoms of a disease and influence of 
symptoms in a disease by using sample identifiers, the 
collocation can be explained as follows: Assuming firstly, 
the ‘b’ as the consequence of feature ‘a’ is developed, forms 

a first level of collocation, which is identified by      a →  b, 
secondly, if the consequence ‘c’ from the feature ‘b’ is 
developed, it forms a collocation, which is identified by b → 
c. As ‘b’ already has an antecedent ‘a’, the consolidated 
version of collocation, {a, b} → c can be formed. If ‘c’ 
becomes another feature that can lead to the consequence 
of‘d’, then the notation wholly represents the cause of‘d’ as 
{a, b, c} → d. Also implies to {a  b  c} → d 
representation. 
Similarly, considering the collocation pattern for the problem 
can be considered 
C: {cause of epidemic} {causative agent, infection sources}; 
in the nearby region with high probability. 
The collocation pattern is considered with practically proved 
parameters for dengue as follows  
 

                                                                   

 
 

     

 

.  
 
     Assuming X as defined representation of collocated 
sequence of patterns i.e., D1, D2, D3, D4 are the resultant 
collocation patterns of the disease Dengue. The participation 
ratio describes the intensities of the symptoms that play 
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important role to form the collocation rule and builds the 
reference future. 
     The general syntax for assessing the reference feature is 
Pr(C, f).If the probabilities of some features w.r.t D1 are 
understood as having the maximum and minimum. If the 
lead feature of the collocation contains least probability then 
collocation is considered as feebly important. If the lead 
feature of the collocation contains higher probability then 
collocation is considered as highly important [14].The 
probabilities mentioned in the problem are <excreted along 
with innumerable Vibrios>, <loss of fluid, electrolyte 
imbalance>. If one of them or some of them exhibit high 
probability, then there is a high significance of occurring the 
disease severely, for low exhibition of probability, the 
existing of the disease will be indicative. However, the 
features and the probabilities considered will prove the 
collocation to be appropriate for the causation of severity of 
dengue spectrum (simple dengue to dengue death). 
 

5    ALGORITHM 
 

The following algorithm is to find the spatial knowledge i.e. 
dengue disaster from health demographic data. 
 

 Data collection from the patients. 
 Attributes are selected. 
 Collocation rule is applied. 
 Spatial predicate is applied. 
 Source (Area) of disaster identified. 

 
5.1 Introduction to Data Mining Tool SPSS 
The “Statistical Package for the Social Sciences” (SPSS) is a 
package of programs for manipulating, analyzing, and 
presenting data[18]; the package is widely used in the social 
and behavioral sciences. There are several forms of SPSS. 
The core program is called SPSS Base and there are a 
number of add-on modules that extend the range of data 
entry, statistical, or reporting capabilities. In our experience, 
the most important of these for statistical analysis are the 
SPSS Advanced Models and SPSS Regression Models 
add-on modules. SPSS Inc. also distributes stand-alone 
programs that work with SPSS. SPSS Modeler is a set of 
data mining tools that enable you to quickly develop 
predictive models using business expertise and deploy them 
into business operations to improve decision making. 
Designed around the industry-standard CRISP-DM 
model[19], SPSS Modeler supports the entire data mining 
process, from data to better business results. SPSS 
Modeler[20] offers a variety of modeling methods taken 
from machine learning, artificial intelligence, and statistics. 
The methods available on the Modeling palette allow you to 
derive new information from your data and to develop 
predictive models. Each method has certain strengths and is 
best suited for particular types of problems. While the data 
mining tools in SPSS Modeler can help solve a wide variety 

of business and organizational problems. SPSS is a statistical 
analysis and data management software package. SPSS can 
take data from almost any type of file and use them to 
generate tabulated reports, charts, and plots of distributions 
and trends, descriptive statistics, and conduct complex 
statistical analyses. SPSS include modules like SPSS 
Statistics and SPSS Modeler. SPSS Statistics is a software 
package used for statistical analysis. Manipulate highly 
complicated data and analysis by Simple instructions. There 
are 4 windows in it. They are: Data editor, Output viewer, 
Syntax editor, Script window. SPSS Modeler offers a 
strategic approach to find useful relationships in large data 
sets. Algorithms used in SPSS include 
C5.0 algorithm: C5.0 algorithm is used to build either a 
decision tree or a rule set. A C5.0 model works by splitting 
the sample based on the field that provides the maximum 
information gain. Each subsample defined by the first split is 
then split again, usually based on a different field, and the 
process repeats until the subsamples cannot be split any 
further. Finally, the lowest-level splits are reexamined, and 
those that do not contribute significantly to the value of the 
model are removed or pruned. 
QUEST algorithm: QUEST—or Quick, Unbiased, Efficient 
Statistical Tree—is a binary classification method for 
building decision trees. A major motivation in its 
development was to reduce the processing time required for 
large C&R Tree analyses with either many variables or many 
cases. A second goal of QUEST was to reduce the tendency 
found in classification tree methods to favor inputs that allow 
more splits. 
Neural net: A neural network can approximate a wide range 
of predictive models with minimal demands on model 
structure and assumption.  
 
5.2 Prototype 
Data is collected from the patients and read in to SPSS 
Statistics. In this 2 views are observed. One is the Data View 
and another one is the Variable View. Data View of the 
collected symptoms is as shown below  
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5.3 Results  
The collected Patients data is obtained in an SPSS statistics 
file. In the first Stream only historical information has 
chosen and role of Dengue Death as the target. Applied C5.0, 
Neural Net and QUEST algorithms for analyzing the 
efficiency. By analysis, C5.0 is the most efficient algorithm. 
Collected new patients data and applied C5.0 Algorithm. 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
Based on the historical data the new patients have chances of 
getting affected by Dengue i.e 80%. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The collocation pattern formed by this sample region acts as 
a cautious measure or the forecast for the bio-medical 
researchers, analysts and other health-care-takers of the 
spatial zone which will be useful for them to take suitable 
remedial campaigns. Socio-statistical methods related to 
health-science can be implemented to regulate the input 
variables that play a parametric role of collocation rule 

formation, in order to prevent the epidemic in the spatial 
zone, if not permanently, at least suitable preventive 
measures can be undertaken for the affect of such candidate 
epidemic in the interested spatial zone.  

 
6   CONCLUSION 

 
 Epidemics, infectious diseases are generally caused by a 
change in the ecology of the host population. It spreads 
rapidly and extensively by infection and affecting many 
individuals in an area or a population at the same time. A 
spatial zone probabilistic study is made on the health 
demographic data. A Collocation rule is defined as a 
syntactic representation of the parameters in the form of 
antecedent and consequent. Using the Collocation rule, the 
affected area of Dengue is found and results are obtained. 
Using data mining tool SPSS Statistics, the computation is 
done. Model is designed using C5.0, Neural Net & QUEST 
algorithms. Among them, C5.0 Algorithm is proved to be 
more efficient in predicting the epidemic disaster. 
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