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Abstract - In any typical centralized hierarchy 

cloud-based multimedia system (CMS) contains a 

resource manager, cluster heads and clustered 

servers. All multimedia service requests of clients, 

first directed to resource manager then it forwards 

to appropriate cluster head based on the task 

characteristic and then again cluster head forwards 

the client task to the one of the its clustered servers.. 

In such a complex CMS, obviously, there are 

prominent design challenges to overcome load 

balancing issues and enhance the cost effectiveness 

in transmitting multimedia content between CMS 

and clients' systems without exceeding maximum 

load capacity of cluster server. Unlike to earlier 

paper works, this research work considered 

additional real time CMS use cases with 

performance monitoring at various time periods and 

modelled them into a mathematical optimization 

program, which intern to derive a better approach to 

utilize maximum capacity of servers performance 

and also ensuring not to exceed the cluster server 

load.  As a result, this enhanced work got resolved 

runtime issues of load balancing by mathematical 

derived models. The imitation of intended 

mathematical optimization programs over CMS 

multi-server load balancing resulted significantly 

enhanced. 
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I. INTRODUCTION 

With the fast development of technology and 

communications, cloud-based multimedia systems 

(CMS) are advancing to meet a large number of 

customer needs for several types of multimedia 

content processing and storage operations through 

the internet simultaneously. It also has to support 

various protocols and devices to access the data. In 

general, all cloud-based multimedia systems and its  

platform softwares are providing  connectivity for a 

large number of customers at a time for storing and 

processing  media content in a clustered fashion with 

set of expected Quality of Services though internet. 

With these highly configured cloud-based systems, 

customers will benefit to minimize the cost of IT 

infrastructure and maintenance by paying only for 

resources that are consumed by them over given 

period of time. 

 

Fig. 1 Characterization of a centralized hierarchy 

cloud-based multimedia system. 

The centralized hierarchy CMS that is taken for 

this research work contains, one resource manager 

connected to multiple cluster heads and each cluster 

head associated with multiple clustered servers as 

shown in Fig. 1. The flow of a client request in CMS 

as follows: whenever client sent any multimedia 

request for fetching or processing of video/audio/still 

images, etc from his device to CMS, firstly it is 

directed to resource manager to identify the 

appropriate cluster servers based on task 

characteristic and forwards to specific cluster head 

to distribute the request to one of the its associated 

clustered servers. It is not difficult to monitor each 

clustered server importantly impacts the whole CMS 

performance. Generally, the CMS resource manager 

responsible for performing load balance over 

clustered servers with proper distribution of client 

results. So, there is a lot of scope for resource 

manager in improving load balancing over CMS. 

II. RELATED WORK 

In the earlier submitted papers, there are a lot 

more research studies has been done on load 

balancing mechanisms, especially over wireless 

networks based on various factors, policies, and 

theories. Among these, a few of them also applied to 

leverage these studies on existing load balancing on 

CMS to enhance the multimedia process over  
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clustered servers by reducing transmitting payload 

information between clients and CMS clustered 

servers and again without any loss of QoS and 

overloading on the servers. In general, CMS 

provides many services to the clients to operate 

various tasks like storing, organizing, sharing, 

searching the multimedia content like images, 

animations, audio, video, etc. It also supports 

various devices like laptops, tablets, smartphones etc 

for performing these operations. With lots of 

innovation in communications and technologies, 

some of the vendors are also delivering advanced 

features like camera-to-cloud to store the live 

recording data into cloud directly, multi-user 

concurrent operations (for team collaboration), live 

streaming, single & multi user 3D graphical gaming 

etc. There is a lot of variation in utilization of server 

resources based on type of multimedia task for e.g., 

server need more CPU, RAM and storage space for 

processing gaming or videos when compare to 

images or web pages. The earlier works which are 

on time based are won‟t be considerable for this 

research work. 

To meet above dynamic real time load balancing 

requirements, we reinforced each CMS cluster group 

with particular multimedia process tasks so that each 

customer request of specific type always redirected 

to that particular cluster group based on the task type 

or characteristic. Thereafter, each customer requests 

multiple types of services at specific times and 

captured load balancing issues for every trial and 

modelled them into mathematical optimizing 

program models for analyzing the problem in 

mathematical approach. This modeling approach 

helps to learn or discover the problem solution with 

practical methods and it also observed that the 

results of this approach have shown significant 

improvement in load balancing of CMS by 

distributing the load equally across clustered servers. 

This approach may or may not impact other problem 

solving techniques of cloud distributed techniques. 

 

III.  PROBLEM DESCRIPTION 

In general, there are various types of multi-media 

services are supported by CMS, but for this 

experiment we have adapted only one type of client 

requests always to deal with load balancing 

problems of CMS, by the way it will avoid 

additional load balancing time on change of service 

type. The details of overview of system and problem 

modelling are as follows. 

 

A. Overview of System 

All CMSs are classified into two groups: 

centralized and decentralized, but here we have 

selected centralized CMS as depicted in Fig. 1 which 

contains one resource manager, number of clustered 

servers and each cluster is associated with one 

cluster head. Unlike decentralized CMS, any request 

that from clients, first directed to centralized CMS 

resource manager which has all clustered server’s 

service information, then distribute to cluster head 

based on the task type and cluster head is 

responsible for redistributing client request to one of 

the associated clustered servers by balancing load 

over the servers as much as possible. The centralized 

CMS is scalable by adding less overhead when we 

compare to decentralized framework. But still, 

centralized CMS platforms are not guaranteed over 

on load balancing when there are issues in resource 

manager distribution logic. 

 

B. Problem Modelling 

To model the CMS that can adjust to time 

progress and divided into set of time periods. At the 

t-th time period, the CMS can be formulated as a 

complete weighted bipartite graph mentioned below. 

 

Gt = (U, V, E, Φ, Ψ
t
, q, r

t
, ω

t
)  in which 

 

 U is the set of vertices that represents the 

server clusters of the CSM; 

 V is the set of vertices that represent clients; 

 E is the set of edges between U and V, in 

which each edge eij ∈ E represents the link 

between clustered server i ∈ U  and client j ∈ 

V;  

 Φ: U → N is a function used to restrict that 

clustered server i can only cope with 

multimedia tasks of type Φi; 

 Ψ
t
: V → N is a function used to represent that 

client j requests the multimedia service of 

type Ψ
t
j at the t-th time period; 

 q : U ∪ V → N is a function used to represent 

that server cluster i can provide the 

multimedia service of QoS qi; 

 r
t
 : U  V → N is a function used to represent 

that client j requests the multimedia service of 

QoS requirement r
t
j at the t-th time period; 

  ω
t 
: E → R+

 is the weight function associated 

with edges, in which ω
t
ij donates the ω

t
 value 

that represents the cost for transmitting 

multimedia data between server cluster i and 

client j at the t-th time step, which is defined 

as follows: 

 

 

     ........ (1) 

where is the network proximity between 

server cluster i and client j;  is the traffic 

load on the link between server cluster i and 

client j that is defined as follows: 

 

                       (2) 

where  is the set of servers in clustered servers i; 

is the server utilization ratio of server k in 
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clustered server i due to client j and  is its 

capacity. 

By the way the proximity between the 

clustered server i and client j in equation 1 is 

mandatory to calculate at every time period due to 

chance in CMS network topology.  The measure of 

proximity between the clustered server and client 

considered as distance between them. Here is the 

example that describes the measuring of proximity:  

Initially, we calculate the distance of a node to a 

given set of prominent nodes in the topology by the 

latency between those nodes. Imagine if there are 3 

prominent nodes in the network topology, the 

latencies from referred node to those prominent 

nodes are 35, 8, and 21 respectively. Nodes are rated 

with latency information as mentioned: latencies 

range 0 in [0, 13], latencies range 1 in [13, 43], and 

latencies range 2 in greater than 43. Thus, the 

prominent order of the considered node is „201'. 

With help of prominent order, overall nodes are 

categorized into multiple bins. 

By the above notes, the mathematical model of 

the load balancing issue at the t-th  time can be 

defined in following mathematical expression: 

 

Minimize 

 

             (3) 

subject to 

                                          (4) 

         (5) 

          (6) 

            (7) 

 (8) 

Where,  is an indicator variable defined as 

mentioned below: 

 

 

 

In the above mathematical model, the indicator 

variable  is meant to identify whether to fill the 

gap  between clustered server i and client j in the 

complete bipartite graph U . The main intent of 

the model is a weighted in the addition of two terms: 

the first is to reduce the total weighted values of the 

bipartite graph, i.e., to reduce the overall content of 

multimedia data at given t-th time period, while the 

other one is to increase the number of connections 

between servers and clients. 

 

 

IV.  GENETIC ALGORITHM 

A. Genetic Algorithm with Immigrant Scheme  

The fundamental theme of the GA is to simulate 

the behaviour changes of a population of 

chromosomes to figure out the resolution nearer to 

the global optimal result by using three primary 

evolutional actions: selection, crossover, and 

mutation. The main concept of the GA is that 

standard chromosomes can only exist for the next 

generation, and mainly the standard chromosome in 

the last generation represents the ending result that 

has a better performance. We first derive how a 

chromosome denotes a resolution of particular 

scenario or use case, and how the suitableness of 

each chromosome interprets the targeted value of 

that specific result. The first step of the pseudocode 

is to keep a generation of chromosomes either in 

random or any specific order. Secondly, a set of the 

chromosomes from overall population are selected 

as the parental pool and crossovered each pair of 

chromosomes to generate child chromosomes. 

Thirdly, subset of initial chromosomes and its child 

chromosomes contains the next generation. With this 

gradual mutation by the number of repeated cycles, 

the result provided by the chromosome with the best 

values in the final cycle is resulted as the best 

resolution. 

 

B. Algorithm 1: Dynamic Load Balancing 

Algorithm 

 

1: for t = 1,2,3 . . . do 

2: consider complete weighted bipartite 

graph Gt 

3: remove the links in Gt violating 

Constraints (6) and (7) 

4: calculate  and  By calling 

Algorithm 2 

5: assign  by calling Algorithm 3 

6: end for 
 

 

C. Algorithm 2: Calculate Weights 

 

1: for each client j  V do 

2: measure the latency from client j to each 

prominent node 

3: compute the prominent order lj of client j 

4: obtain the set of available clustered server 

Uj 

5: for each i  Uj do 

6: measure the latency from clustered 

server i to each prominent 

7: compute the prominent order li of 

clustered server i 

8: if li = lj then 

9: measure the network proximity 

between clustered server i and 

client j  
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10: measure server utilization ratios 

for all k  Ki 

11: calculate  and   by equations (2) 

and (1) respectively 

12: else 

13:  =  =  

14: end if 

15: end for 

16: end for 
 

D. Algorithm 3 Genetic Algorithm (Graph Gt, 

Time Period t) 

 

1: if t = 1 then 

2: generate and evaluate the initial 

population of size η in which each 

chromosome has to satisfy Constaints (4) 

and (5). 

3: else 

4:  

5: end if 

6: i  0 

7: while i  or the convergent condition is 

not achieved do 

8: select the parental pool  from  

9: reproduce a new population of size of 

by performing crossover procedure on 

pairs of chromosomes in  with 

probability pc 

10: perform mutation procedure on 

chromosome in  with probability pm 

11: fix each infeasible chromosome in  

12: evaluate  

13: if re > 0 then 

14: a number of the best chromosome , 

called elite, are selected from the 

previous generation   

15: generate and evaluated re . η elite 

immigrations 

16: end if 
17: if rr > 0 then 

18: generate and evaluate rr . η random 

immigrant  

19: end if 

20: replace the worst chromosomes in  with 

the above elite and random immigrants 

21:  

22:  

23: end while 
24: output the best found chromosome as the 

solution at the t-th time period. 

 

E. Basic Elements of GA 

To use GA in order to solve the CMS-dynMLB 

problem, we first define the basic elements of GA 

(i.e., population, chromosome, fitness function) for 

the problem as follows. 

1) Population: A population consists of a 

number of chromosomes, and the number of 

chromosomes depends on the given initial 

population size. 

2) Chromosome: A solution for the CMS-

dynMLB problem consists of all the indicator 

variables {  |∀| i ∈ U, j ∈ V}.The solution for 

indicator variables { } is encoded as a sequence 

of decimal numbers of length n:{σ1 , · · · , σj , · · · , 

σn } where σj ∈ {0, 1, 2, · · · ,m} represents the link 

assignment of client j with the following two cases. 

1) If σj = 0, then each = 0 for any i ∈ U, i.e., 

client j is not linked at the t-th time period 

3) Otherwise, σj = k ≠ 0, meaning that  = 1 

and  = 0 for any i ≠ k, i.e., client j is linked to 

server cluster k uniquely. 3) Fitness Function: 

Fitness function is the measure for determining 

which chromosomes are better or worse. We let the 

objective (3) of our concerned problem as our fitness 

function as follows: f (X(t)) = λ · ∑i ∈U∑j ∈V  

/∑j ∈V wmax+ (1 − λ) · (1 −∑j ∈V∑i ∈U /|V|) 

where X(t) is the profile of { }. 

 

F. Main Components of GA 

1) Initialization: In Lines 1–5 of Algorithm 3, 

we use two cases to get initial population at each 

time step. If t >= 1, then just take the final 

population at the previous time step as the initial 

population at the current time step. For the other 

case (i.e., t = 1), we randomly produce the initial 

population by using Algorithm 4, which is explained 

as follows. Lines 1–3 find the set arg(Uj) that 

collects the indices of the available server clusters 

for each client j. Next, the set arg(Uj ) is used to 

construct a population of η chromosomes in Line 5, 

and then we repair each chromosome to be feasible 

in Lines 6–21. The idea of the repairing operation is 

that if (5) is violated, then we find another available 

server cluster to serve the violated load; otherwise, 

we drop the load.  

2) Selection, Crossover: The range selection 

procedure is used. Each individual in the population 

is assigned a numerical rank based on their fitness, 

and selection is based on this ranking rather than 

absolute differences in fitness. The advantage of this 

method is that it can prevent very fit individuals to 

gain dominance at first at the expense of the less fit, 

which would reduce the genetic diversity of the 

population and could hamper the search for an 

acceptable solution [7]. One-point crossover 

operation is used in which two selected 

chromosomes are crossovered for generating two 

new child chromosomes in order to keep some 

characteristics of its parent chromosomes.  

3) Mutation: Changing some genes on some 

chromosomes. let pm be given probability to mutate. 

In the mutated chromosome, a nonzero gene σx is 

chosen randomly, and then we randomly find a zero 

gene σy that can accommodate σx and do not violate 

any problem constraint. Then, we swap the values of 

σx and σy .  
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4) Repair: The modified chromosomes may 

become infeasible, and hence repair is required. The 

repairing operation is referred to Lines 6–21 in 

Algorithm 4, which have been used in initializing 

chromosomes.  

5) Termination: If the difference of average 

fitness values between successive generations in the 

latest ten generations is not greater than 1% of the 

average of the average fitness values of these ten 

generations, or the maximum generations are 

achieved, then GA stops. After termination, the best 

chromosome from the latest population is chosen, 

and its corresponding load assignment is outputted 

as the final solution. 

 

V. IMPLEMENTATION AND EXPERIMENTAL RESULTS 

In addition to GA as an immigration scheme as 

mentioned earlier papers, we have considered two 

additional factors: the best multimedia compression 

algorithm to efficiently compress the data stream 

between cloud server and client, and  applying an 

efficient encoding & caching algorithm based on 

type of multimedia content, to still minimize the data 

transmission.  

 

A.   Implementation 

CloudSim 3.0.3 (latest version) is used for 

simulation with Java as a programming language. 

CloudSim has support for modelling and simulation 

of large scale Cloud computing environments, 

including data centers, on a single physical 

computing node. It has necessary classes in Java for 

simulating every entity that involved in our project 

like Datacenter, Host, VM, Cloudlet, 

DatacenterBroker etc. The CloudSim toolkit 

supports both system and behaviour modelling of 

Cloud system components. It has availability of a 

virtualization engine that aids in the creation and 

management of multiple, independent, and co-hosted 

virtualized services on a data centre node.  

Our simulation was tested on an Intel Core i7-

4910MQ CPU at 3.90 GHz with 32-GB memory. 

 

B. Results 

By adapting various other techniques to 

minimize the multimedia data storage and data 

transmission between servers and client, though 

efficient encoding, compression and caching 

algorithms over existing genetic algorithm for load 

balancing of centralized CMS outputted even better  

results.  

 

 
Fig 2 Layered CloudSim Architecture 

VI. CONCLUSION 

The load balancing implementation in the cloud 

computing environment is to provide on demand 

resources with high availability. But the existing 

load balancing approaches suffers from various 

overhead. The enhanced load balancing approach 

using genetic algorithm with other best efficient 

compression, encoding and caching techniques over 

Platform as a service & Application as a service 

layers are proposed to overcome the aforementioned 

limitations.  
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