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Abstract: 
             To the best of our knowledge, there has not 
been any work on predicting or analyzing the 
difficulties of queries over databases. Researchers 
have proposed some methods to detect difficult 
queries over plain text document collections. 
However, these techniques are not applicable to our 
problem since they ignore the structure of the 
database. In particular, as mentioned earlier, a 
Keyword query interface must assign each query 
term to a schema element in the database. It must 
also distinguish the desired result type. We 
empirically show that direct adaptations of these 
techniques are ineffective for structured data. In this 
paper we are propose topic based cluster search 
algorithm for search of keyword in the database. By 
implementing this technique we can improve more 
efficiency of query oriented keyword search 
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I. INTRODUCTION 
The classical query processing is easy to 

manipulating disadvantages of search of keywords in 
the documents.  By implementing classical query 
processing we can provide efficient query related 
searching over the documents. In the keyword query 
interface is face the much attention in the last decade 
for due to the flexibility of searching and exploring 
data in the documents. By performing keyword 
query interface we can identify information related 
to query. By performing searching operation we can 
get the query related documents appears at the top of 
list[1][2]. Since any entity in the data set that contain 
keyword is potential answer, that key word related 
documents will be appear and perform the efficient 
query searching operation. For performing searching 
of queries some of the difficulties for answering 
queries are as follows. Unlike the queries in 
languages like sql, so that users do not specify 
desired schema elements for each query term. 
Second schema is users don’t get specified output 
because users don’t give enough information for 
performing searching operation.  

 
         Recently so many collaborative efforts to 

provide standard efforts and benchmark of keyword 
search methods are proposed. In this paper we are 

propose an efficient query searching operation for 
getting related documents over query. By 
implementing this concept we can get efficient 
search result and also reduce time complexity for 
performing searching operation. In the proposed 
system we are initial performing text preprocessing 
for reduce the tags from html documents. By 
performing text preprocessing we can get the only 
text format data. after getting text format data we 
can calculate local frequency and global frequency 
of each documents. By calculating local frequency 
and global frequency of each document we can 
easily identify of number of word containing in the 
document.  After finding the we can build mvs 
matrix for finding the distance all documents. After 
that we can perform clusterization for grouping all 
related document into single group. 

 
Cluster is a group of objects that belongs to 

the same class. In other words, similar objects are 
grouped in one cluster and dissimilar objects are 
grouped in another cluster. Clustering is the process 
of making a group of abstract objects into classes of 
similar objects. A cluster of data objects can be 
treated as one group. While doing cluster analysis, 
we first partition the set of data into groups based 
on data similarity and then assign the labels to the 
groups. The main advantage of clustering over 
classification is that, it is adaptable to changes and 
helps single out useful features that distinguish 
different groups. Clustering analysis is broadly used 
in many applications such as market research, 
pattern recognition, data analysis, and image 
processing. Clustering can also help marketers 
discover distinct groups in their customer base. And 
they can characterize their customer groups based 
on the purchasing patterns. IN the field of biology, 
it can be used to derive plant and animal 
taxonomies, categorize genes with similar 
functionalities and gain insight into structures 
inherent to populations. Clustering also helps in 
identification of areas of similar land use in an earth 
observation database. It also helps in the 
identification of groups of houses in a city 
according to house type, value, and geographic 
location. Clustering also helps in classifying 
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documents on the web for information discovery. 
Clustering is also used in outlier detection 
applications such as detection of credit card fraud. 
As a data mining function, cluster analysis serves as 
a tool to gain insight into the distribution of data to 
observe characteristics of each cluster. 

II. RELATED WORK 
 
Researchers have been proposed different 

types of hard quires over unstructured documents 
[3][4][5]. Those methods are broadly categorized 
into two types i.e. pre retrieval and post retrieval. 
Pre-retrieval methods [6], [7] predict the difficulty of 
a query without computing its results. These 
methods usually use the statistical properties of the 
terms in the query to measure specificity, ambiguity, 
or term-relatedness of the query to predict its 
difficulty [8]. Examples of these statistical 
characteristics are average inverse document 
frequency of the query terms or the number of 
documents that contain at least one query term [6]. 
These methods generally assume that the more 
discriminative the query terms are, the easier the 
query will be. Empirical studies indicate that 
these methods have limited prediction accuracies 
[9], [10]. Post-retrieval methods utilize the results of 
a query to predict its difficulty and generally fall into 
one of the following categories. 
 
 A query predicted to perform poorly, may 
not necessarily be ambiguous but may just not be 
covered in the body to which it is submitted. Also, 
identifying difficult queries related to a particular 
topic can be a valuable asset for collection keepers 
who can determine what kind of documents are 
expected by users and missing in the collection. 
Another important factor for collection keepers is 
the find ability of documents, that is how easy is it 
for searchers to retrieve documents of interest 
Predictions are also important in the case of well-
performing queries.[11] When deriving search 
results from different search engines and corpora, 
the predictions of the query with respect to each 
body can be used to select the best body or to merge 
the results across all corpora with weights according 
to the predicted query effectiveness score. Also, 
consider that the cost of searching can be decreased 
given a multiple partitioned body, as is common 
practice for very large corpora. If the documents are 
partitioned by, for instance, language or by topic, 
predicting to which partition to send the query saves 
time and bandwidth, as not all partitions need to be 
searched. Moreover, should the performance of a 
query appear to be sufficiently good, the query can 
be improved by some affirmative action such as 
automatic query expansion with pseudo-relevance 
feedback, In pseudo-relevance feedback it is 
assumed that the top K retrieved documents are 

relevant and so for a query with low effectiveness 
most or all of the top K documents would be 
irrelevant. Notably, expanding a poorly performing 
query leads to query drift and possibly to an even 
lower effectiveness while expanding queries with a 
reasonable performance and thus a number of 
relevant documents among the top K retrieved 
documents is more likely to lead to a gain in 
effectiveness. Another recently proposed application 
of prediction methods is to shorten long queries by 
filtering out predicted extraneous terms, in view of 
improving their effectiveness. 
 

III. EXISTING SYSTEM 

 
 As per our recent literature reviews, there 
has not been any work on predicting or analyzing the 
difficulties of queries over databases. Researchers 
have proposed some methods to detect difficult 
queries over plain text document collections recently. 
But techniques are not applicable to our problem 
since they ignore the structure of the database. There 
are two categories of existing methods, pre-retrieval 
and post-retrieval for predicting the difficulties of 
query.  
But below are limitations of this method:  
- Pre-retrieval methods are having less prediction 
accuracies 
 - Post-retrieval methods are having better prediction 
accuracies but one requires domain knowledge about 
the data sets to extend idea of clarity score for 
queries over databases. 
 - Each topic in a database contains the entities that 
are about a similar subject.  
- Some Post-retrieval methods success only depends 
on the amount and quality of their available training 
data 

IV. PROPOSED SYSTEM 
 

    The main objective of proposed system is to 
perform the efficient query search and reduce the 
time complexity of in the searching process. In this 
paper we are proposed an efficient query searching 
process i.e. topic based cluster search algorithm. By 
implementing this algorithm we can get efficient 
search result and also reduce time for searching the 
query. Before performing the search the query we 
can take sample document and search query in that 
documents. The implementation procedure of topic 
based cluster algorithm is as follows. 
 
 
  Text Pre-processing:  

        
     In the text pre-processing we can get only text 
formatted data for searching query. Before 
performing search operations we can get all 
documents and reduce all tag in that document. After 
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getting each document text we can find out relative 
frequency (Rfreq) of each document.  Before finding 
relative frequency we also find local and global 
frequency of each word in the document. The local 
frequency (Lfreq)of each can be calculated by number 
of occurrence of each word in the document. After 
finding local frequency of each word in the 
document we can find out global frequency(Gfreq) . 
Using both frequencies we can find out relative 
frequency of each document by using following 
formula. 
 
          Rfreq =Lfreq + Gfreq /2.0 
 
After finding relative frequency we can calculate 
document weight of each document by using 
following formula.  
    N=size of each document 
  Lfreq=  Local frequency of each word in the 
document 
 Gfreq =Global Freqency of each document  
 
   Weight(W)=Lfreq * Math.Log(N/Gfreq) +0.01 
 
By using that formula we can calculate each 
document weight. After we can create MVS Matrix 
of each document to other documents.  
 
Build MVS Matrix: 
 
    In the generation of MVS matrix we can calculate 
cosine similarity each document to other document. 
Based on MVS matrix we can perform the 
clusterization of documents. The cosine similarity of 
any two document can be find by using following 
equation. 
 
   d1= Total number of words in first document  
   d2= total number of words in second document 
   dprd= d1*d2 
  d1sqr = d1*d1 
  d2sqr  d2*d2 
 
  dsqrprd =d1sqr * d2sqr 

 
sim=dprd/dsqrprd 

 
By using those formulas we find out each document 
cosine similarity and also we generate matrix 
formatted data. likewise we can calculate cosine 
similarity of each document to other document and 
arranged   in the form matrix. 
 
k means clustering algorithm for grouping 
related documents: 
 
           By calculating of MVS matrix we can 
perform the clusterization process. By performing 
clusterization process we can grouping all relating 
document into single group. Before performing 

clusterization we get all cosine similarity of each 
document to other document. Based on cosine 
similarity of each document we can perform 
clusterization process. The step of clusterization 
process is as follows. 
 

1. Enter the number of cluster for performing 
clustering of document. 

2. After that finding number of documents are 
available in the database. 

3. Randomly choose the centroid of document 
based on number of clusters we want. 

4. After finding centroid document we can  get 
cosine similarity of each centroid document. 

5. After that we can also get remaining 
document of cosine similarity. 

6. Find out distance of each centroid to other 
document based on cosine similarity by using 
following formula 
for(int i=0;i<docs.size();i++)  
  { 
    
      int minInd =0; 
      double mindis=0; 
 
      for(int j=0;j<k;j++)  
   { 
    Double dis = 
cosSim(docs.get(i),getCentriod(clusturs[j])); 
 
     if(j==0 || mindis>dis) 
       { 
        minInd=j; 
        mindis=dis; 
       }  
      } 
 
      clusturs[minInd].add(docs.get(i)); 
    
     }. 
 

      
By using that code we can find out related 
documents in a group. After grouping all related 
document into group perfrom the searching 
operation in those groups and get only query 
matched document. 
 
Topic based searching process: 
 
     In this module we perform the searching 
operation of query in the document. In this we can 
get each cluster document and convert into text 
format. After that we can search each word in that 
cluster and find out the word id existing in that 
group or not. So that if the word is existing in the 
cluster we display that document in the cluster. 
Likewise we can search all cluster documents and 
get only the query related cluster document. By 
implementing those concepts we can get more 
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effective search result and also time complexity for 
performing search operation. 
 

V. CONCLUSIONS 
 
    In this paper we are proposed a novel problem for 
performing effective searching operation in 
documents. By implementing this concept we can 
improve more efficiency of searching operation and 
also reduce time complexity. In this paper we are 
proposed topic based cluster searching algorithm for 
finding related document of query search. In this 
algorithm we can find out each document cosine 
similarity and also find out distance of centroid 
document to other documents. After finding distance 
we can perform clusterization process by using k 
means clustering algorithm. After performing 
clustering process we can perform the searching 
process for query. By performing query search we 
can get all query related documents  of clusters can 
be display. By implementing those concepts we can 
improve efficiency in the searching operation. 
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