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Abstract—The disasters are the unwanted event which 

affect the human life and human not able to recover form 

it’s effects by available resources. Therefore these events 

are classified according to the natural or the human 

initiated. The human initiated disasters are controllable but 

the natural events are unpredictable in nature. In the 

literature the different data models are available that 

claims to understand and predict the much nearer data for 

any unpredictable events such as stock market, frauds and 

others. All these techniques are developed with the help of 

data mining techniques. That involves the computational 

algorithms for learning with historical patterns and 

predicts the data according to current situations. By the 

motivations of these techniques in this presented work a 

new data model is proposed which collect the real world 

knowledge from the web data sources and use with the data 

mining algorithms for predicting the unpredictable natural 

disasters. In order to perform this K-means clustering and 

HMM based hybrid model is proposed. The k-means 

clustering algorithm helps to prepare the disaster 

observations and the HMM algorithm is used for training 

and prediction of the disaster events. The implementation 

of this model is performed using the JAVA technology. 

After implementation the results are considered in 

conditions of exactness, error rate, memory expenditure 

and the time consumption. The results show the 

presentation of the futuremethod is accurate and efficient 

for prediction with any kind of other data also. 

 

Keywords— natural disaster, prediction, data mining, 

HMM, K-means, Hybrid data mining  

I. INTRODUCTION 

Data mining is a club of techniques for performing 

analysis of raw data. The analysis of the data is 

performed for finding the application centric data 

extraction, grouping of data, classification of similar 

patterns, object recognition or prediction and decision 

making. For performing such complicated task the 

computational algorithms are applied on the data to 

refine them, computationally analyses them and 

provide the meaningful patterns from the data. 

Therefore the methods and techniques have the 

potential to understand the pattern of available data 

and approximate the upcoming pattern. Such kind of 

data modelling is termed as the predictive data 

modelling. 

In most of the cases for predictive techniques 

implementation the supervised learning techniques 

are used. The supervised learning functions in two 

major modules training and testing. Training process 

evaluates the data pattern and during the testing the 

algorithm recognize the similar pattern data. The 

main advantage to use the supervised technique is 

their performance and accurate outcomes as 

compared to unsupervised approaches of learning. In 

this presented work the predictive data modelling is 

the key area of interest. Therefore a supervised 

learning model is proposed for design and 

implementation for predicting the natural events. The 

key idea behind the concept of disaster prediction is 

taken from the different natural event prediction 

techniques such as weather prediction or stock 

market forecasting. Thus a new model for prediction 

of disasters according to the places proposed to 

obtain. 

The disasters are the unwanted natural events that 

produce a significant amount of losses in terms of 

human life and the revenue. In this context the 

disaster management techniques are deployed to 

reduce or control the loss. According to the disaster 

management techniques the entire process is handled 

in three major phases before disaster preparedness 

that helps to aware about the target disasters and their 

complexities. Secondly during the disaster relief, 

which provides the help to handle current situations 

of disasters finally the recovery in this phase the 

social, economic and support based recovery is 

performed. According to proposed hypothesis if the 

disasters are predicted before it’s happening then a 

lot of losses can be prevented. Therefore in this 

presented work a new data mining based model is 

presented that helps to predict the unwanted natural 

events. Thus the following intermediate objectives 

are included for work. 

1. Study about the different kinds of disasters in 

India: in this phase the different natural 

disasters are studied that frequently affect the 

human life much frequently. 

2. Study the predictive data mining techniques: 

in this phase the different data mining and 
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prediction techniques are studied that are 

help to design an accurate data model.  

3. Design and implementation of new data 

model by which prediction of disaster 

becomes feasible: in this phase a new data 

model using the experience of the study is 

proposed and implemented for prediction of 

the disasters prediction system is performed.    

4. Performance analysis of the proposed data 

model: in this phase the proposed data model 

is evaluated on different performance 

parameters. Therefore the accuracy and the 

resource consumption is measured as 

performance parameters. 

II. PROPOSED WORK 

 The prediction is a task of historical data analysis 

and approximation of new predictive values as 

predictive results. In this chapter the futureprognostic 

model and their functional aspects are described. 

That accepts the historical news data and process the 

data for finding the future patterns of natural disasters. 

A. Domain overview 

Data mining techniques applied for finding the 

different data patterns over the set of historical data. 

This concluded patterns are help to recognize the 

patterns of data or help to predict the similar 

outcomes based on the learning algorithm’s analysis. 

In this context learning term is used for supervised 

learning. In this technique first the computational 

algorithm computes the patterns for learning and then 

applied the algorithm on fresh data for recognizing 

the similar patterns of data. This kind of computing is 

termed as prediction task or classification task. Not 

only the algorithms are supervised some algorithms 

also works on the technique of unsupervised learning 

patterns. In this work the supervised approach is 

followed, which is accurate and efficient than the 

unsupervised learning techniques. 

The main aim of the work is to extract the web data 

and NEWS information from web. After data 

extraction need to refine data using pre-processing 

techniques, cluster them in similar data groups and 

train the predictive algorithm. After training the 

subsequent patterns are produced as input to 

approximate the new upcoming natural event 

prediction. In order to perform the entire task first the 

Google News API is used to extract the data from 

web data source. In further the pre-processing 

techniques are employed on the raw data for cleaning 

and filtering. In next step the K-means algorithm is 

implemented for clustering the data and recognizing 

the observation matrix for the prediction algorithm. 

Finally the hidden Markov model is applied on the 

new trend for finding the most likely natural event 

among possible one. This section provides the 

overview of the proposed work involved in this study 

and the details of the entire model design are 

demonstrated in the next section.  

 

B. Methodology  

The proposed methodology contains the four key 

stages for process the data and obtaining predictive 

patterns using the proposed data model as discussed 

in figure 2.1.According to the above given figure 3.1, 

the entire system contains four individual 

components. That accepts the outcome from the 

previous step and produces the enhanced data to use 

with the learning task. Additionally individual 

component has its own advantage. That is also 

responsible to complete the aim a time to pass out 

come to next phase.  

 

Figure 2.1 methodology phases 

Data collection 

Aim: the main aim is to design this module, is to find 

the text data from the web data source. This web data 

help us to maintain the fresh knowledge base from 

real world data. 

Component model: the proposed data model for 

collection of data from real world and for creating a 

strong database to manage different patterns of 

disasters a continuously growing database is prepared. 

Additionally it reduces the time by utilizing data 

loader at the same time. To provide the functional 

aspects and the responsibilities the individual 

components are described as: 

1. User interface: That is the GUI (graphical user 

interface) based user interface for consuming the 

services provided by the solution. Here user can 

navigate with the system to regulate the system 
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processes according to their requirements on the 

different other kinds of data. 

2. Array of disasters: using the provided user 

interface, the provision is made to provide initial 

input to the system. Therefore user here put 

come common names of disasters. This disaster 

list is variable according to the needs. For 

example Droughts, flash floods, cyclones, 

avalanches, landslides. 

3. Data extractor: that component is developed 

using the Google search API (application 

programming interface). That perform two 

important task: 

a. Extract the data from keyword database and put 

them into a search engine 

b. Execute the data from search engine, and collect 

the results obtained by the Google search API. 

4. Cleaning of data: the data extracted is in HTML 

format therefore here HTML data filtered for 

extracting the text from HTML pages. The 

HTML to text conversion is the main aim of this 

phase. 

 

Figure 2.2 data collection 

5. Remove Additional Data: The extracted data 

form HTML has also various noisy contents as 

the special characters. This in this phase 

additional data is removed from the extracted 

text and the data is maintained in a three column 

data structure. In first column the title of search, 

contents of search (only text), and source URL is 

stored. 

6. Refined data: after completing the complete 

process of data refinement here the outcome 

available as the three column data structure. 

7. Knowledge Base: that is the storage unit of the 

system which contains some data tables. This 

knowledge base is prepared in order to store 

newly arrived data or fresh data from the internet 

and also used load the previous data during new 

experiments. 

8. Data loader: in this step the previous database 

and current extracted data is combined. This 

combined data forwarded to next phase for pre-

processing and feature extraction.         

Pre-processing  

Aim: the main aim of this module design is to reduce 

the addition text or reduce the dimension of data. 

This help to reduce the amount of storage overhead 

of the system.  

Description: the data obtained from the previous 

phase is obtained here in the following form as 

demonstrated in table 2.1. 

Title  Content  URL 

Natural 

disasters in 

India - 

Wikipedia, 

the free 

encycloped

ia 

Droughts, flash floods, 

cyclones, avalanches, 

landslides brought on 

by torrential rains, and 

snowstorms pose the 

greatest threats. A 

natural disaster might 

be caused by 

earthquakes, flooding, 

volcanic eruption, 

landslides, hurricanes 

etc. 

https://en.wik

ipedia.org/wi

ki/_ 

Natural_disas

ters_in_India 

…. ….. …. 

Table 2.1 Previous phase outcome 

The filter is prepared here to clean the additional data 

from the exiting data as demonstrated in table 2.1. 

After applying the filter the refined data is provided 

using the table 2.2  

Title  Content  1. URL 

Natural 

disasters in 

India  

Wikipedia 

the free 

encyclopedia 

Droughts flash floods 

cyclones avalanches 

landslides torrential 

rains snowstorms 

greatest threats 

natural disaster 

caused earthquakes 

flooding volcanic 

eruption landslides 

hurricanes 

en.wikipedia.org/ 

wiki/Natural_dis

asters_in_India 

…. ….. …. 
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Table 2.2 pre-processed data 

This refined data is produced to classify the data 

according to the knowledge exit on the database 

according to their relevancy of the keywords database. 

The bays classification algorithm is described as: 

The Naive Bayes classification algorithmic rule is a 

probabilistic classifier. It is based on probability 

models that incorporate robust independence 

assumptions. The independence assumptions usually 

don't have an effect on reality. So they're thought of 

as naive. You can derive probability models by using 

Bayes' theorem (proposed by Thomas Bayes). Based 

on the nature of the probability model, you'll train the 

Naive Bayes algorithm program in a much supervised 

learning setting. In straightforward terms, a naive 

Bayes classifier assumes that the value of a specific 

feature is unrelated to the presence or absence of the 

other feature, given the category variable. There are 

two kind of likelihood as follows [26]: 

• Posterior Probability [P (H/X)] 

• Prior Probability [P (H)] 

Where, X is data tuple and H is some hypothesis. 

According to Baye's Theorem 

 

The refined outcome of this stage is produced into 

next stage for performing the learning the next 

section describes the learning process of the system.  

Learning 

To demonstrate the learning process a hybrid 

techniques using two different algorithms are 

provided namely K-means algorithm and HMM 

algorithm. Therefore first both the algorithms are 

described first. After that the proposed learning 

model is provided. 

K-means clustering  

The K-Means clustering algorithm is a partition-

based cluster assessmentmethod [27]. According to 

the algorithm we initially select k objects as initial 

cluster centers, after that calculate the distance 

amongevery object and every cluster center and 

allocate it to the next cluster, update the averages of 

all clusters, replicate this process until the criterion 

function congregate. Square error criterion for 

clustering 

 

is the sample j of i-class, is the center of i-class, 

i is the number of samples of i-class. K-means 

clustering algorithm is basicallyexplain as  

Input: N objects to be cluster (xj, Xz … xn), the 

number of clusters k; 

Output: k clusters and the sum of 

differenceamongevery object and its next cluster 

center is the smallest; 

Process: 

1. Arbitrarily select k objects as initial cluster 

centers ; 

2. Calculate the detachmentamongevery object Xi 

and each cluster center, then dispenseevery object to 

the nearest cluster, formula for calculating distance 

as: 

 

is the distance among data i and cluster j. 

3. Calculate the mean of objects in every cluster as 

the new cluster centers, 

 

 is the number of samples of current cluster i; 

4. Repeat 2) 3) until the criterion function E 

converged, return  Algorithm 

terminates.  

Table 2.3 K-mean algorithm steps 

Hidden Markov Model 

An HMM is a double entrenched stochastic process 

with two hierarchy levels. It can be used to model 

much furthermultifaceted stochastic procedure as 

evaluate to a conventional Markov model. In anexact 

state, surveillance can be produce according to 

aconnectedlikelihoodallotment. It is only the 

surveillance and not the state that is discernible to an 

external spectator. An HMM can be characterized by 

the following [28]: 

1. N is the number of states in the model. We 

denote the set of states’ , 

where Si,  is ahuman being state. 

The state at time instant t is signifying by qt. 

2. M is the number of distinct observation 

symbols per state. We denote the set of 

symbols V = {V1; V2; ...VM}, where Vi, I = 

1;2;...; M is an individual symbol. 

3. The state transition probability matrix A = 

[aij], where 
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Here aij> 0 for all i, j. Also,  

 

4. The remark symbol probability matrix B = 

{bj(k)}, where 

 

 

5. The initial state probability vector r  , 

where 

 

Such that 

 

6. The remark sequence , 

where each remark Ot is one of the symbols 

from V, and R is the number of remarks in 

the sequence. 

It is apparent that a complete requirement of an 

HMM wants the estimate of two model parameters, N 

and M, and three likelihood distributions A, B, and . 

We use the notation  = (A; B;  ) to identify the 

absolute set of parameters of the model, where A, B 

absolutely contain N and M. 

Asurveillance sequence O, as mentioned over, can be 

generated by variousprobable state sequences. 

Observe as one such particular sequence

; where is the initial state. The 

probability that O is generated from this state 

sequence is given by 

 

Where statistical independence of observations is 

assumed Above Equation can be expanded as 

 

The probability of the state sequence Q is given as 

 

Thus, the likelihood of production of the surveillance 

sequence O by the HMM specified by can be written 

as follows: 

 

Deriving the value of  using the direct 

definition of is computationally intensive. Hence, a 

process named as Forward-Backward process is used 

to compute . 

Aim of Learning: the main goal of this process is to 

learn with the sequences of disasters occurred in a 

place and use the learning to predict according to the 

current scenarios. 

Component Description: the proposed learning 

model is described using figure 3.2. In this diagram 

the outcome of the previous step is produced as input 

that input is pre-processed data. This data is first 

used with the k-means clustering algorithm. The 

clustering algorithm groups the similar data for 

creating observations additionally the disaster events 

are recognized as the states. Using filtered data the 

surveillance matrix and evolution matrix is prepared. 

Finally these prepared matrixes are used with the 

hidden Markov model. Using this prepared data 

models using transition and observation matrix the 

learning process is performed. 

 

Figure 2.3 learning model 

Prediction 

In this phase the figure 2.3 is used to predict the data. 

Thus here the current input sequence of disasters is 

produced and the upcoming next event is predicted.   

C. Proposed algorithm 

This section includes the four different phases (i.e. 

data collection, pre-processing, learning and 

prediction) into a single process steps. This process 

steps are termed here as the algorithm of the 

proposed system. 

Input: List of disasters , current sequence S 

Output: Predicted event P 

Process: 

1.  

2.  

a. 
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b.  

3. End for 

4.  

5.  

6.  

7.  

8.  

Table 2.4 proposed algorithm 

III. RESULTS ANALYSIS 

After successfully implementation of the proposed 

hazard prediction model the performance of the 

technique is measured. Additionally the 

consideredpresentation of the implemented system is 

demonstrated using the line graph. The details of 

obtained performance are reported through this 

chapter.  

A. Accuracy 

Accuracy is the measurement of the correctness of a 

predictive or classification data model. According to 

the accuracy evaluation the total correctly predicted 

values are results as the accuracy of the data model. 

The accuracy of the system can be computed using 

the following formula. 

 

 Dataset Size  Accuracy % 

30 78.52 

70 84.28 

160 82.51 

240 86.26 

432 88.73 

672 84.61 

857 90.42 

Table 3.1 accuracy  

The computation of the performance is performed 

during the experimentation with the different size of 

datasets. The presentation of the futuremethod in 

terms of accuracy percentage is demonstrated using 

line graph in figure 3.1 additionally the 

corresponding values of the accuracy according to the 

size of data set is give using table 3.1. In this diagram 

to represent the performance X axis contains the 

amount of data produced for training and testing and 

the Y axis demonstrate the gainpresentation in 

conditions of proportion. According to the acquire 

results the performance of the system is improved as 

the amount of good feature data is captured. Thus the 

proposed data model is adoptable and efficient for 

prediction of natural hazards. 

 

Figure 3.1 accuracy 

B. Error rate 

The error rate of the data mining technique provides 

the information about the incorrectness of the 

developed data model. Therefore the error rate is the 

amount of data which not properly classified or 

predicted with the help of trained learning algorithm. 

That is computed using the following formula. 

 

Or 

 

 Dataset Size  Error rate % 

30 21.48 

70 15.72 

160 17.49 

240 13.74 

432 11.27 

672 15.39 

857 9.58 

Table 3.2 error rate 
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Figure 3.2 error rate % 

The performance of the implemented system is 

evaluated in terms of the error rate percentage. The 

table 3.2 shows the error rate values corresponding to 

the dataset instances produced for training and testing. 

Additionally their graphical representation in terms 

of line graph is given using figure 3.2. In this 

diagram the amount of dataset size in terms of 

number of instances (dataset rows) are given in X 

axis and the obtained percentage error rate is given 

using the Y axis. According to the established results 

the error rate of the system is reducing and becomes 

consistent after 2000 rows of the data. Therefore the 

proposed data model is efficient and accurate with 

consistent performance.   

C. Memory usages 

In computation and the algorithm analysis the amount 

of main memory is required to execute the algorithm 

with the inputs. The amount of main memory 

requirement is termed as the memory usages or the 

space complexity of the system. The main memory 

requirement of the proposed system is also computed 

and reported in this section. For implementation of 

the proposed system the JAVA technology is used 

therefore to compute the required memory utilization 

by the algorithm the following formula is used. 

 

The memory requirement of the system according to 

the amount of data size and their obtained values are 

demonstrated using table 3.3 and the figure 3.3 

contains the graphical representation of the memory 

usages data. According to the diagram the X axis 

contains the amount of data to be procedure and the 

Y axis demonstrates the consumed memory in terms 

of KB (kilobytes). According to the performance 

analysis the proposed technique consumes adoptable 

or wearable amount of memory resource for 

computing the accurate outcomes.  

 

Figure 3.3 memory usages  

Dataset Size  Memory usage in KB 

30 26847 

70 28371 

160 29387 

240 30183 

432 32947 

672 34992 

857 35628 

Table 3.3 memory usage  

D. Time consumption 

The amount of consumed time for processing the 

input amount of data is termed as time expenditure of 

the system. That is also termed as the time 

complexity of the learning algorithm. The 

computation of the time consumption can be 

performed using the following formula. 
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 Dataset Size  Time consumed MS 

30 42 

70 79 

160 154 

240 236 

432 442 

672 697 

857 905 

Table 3.4 time consumed  

 

Figure 3.4 time consumed 

The presentation of the system in terms of time 

consumption is demonstrated using table 3.4 and 

figure 3.4. In this diagram the X axis shows the 

amount of data to be procedure in terms of number of 

instances and the Y axis shows the amount of time 

consumed in terms of milliseconds. According to the 

find results the appearance of the prospecttechnique 

is adoptable and less time overriding as evaluate to 

the conventional systems. 

IV. CONCLUSIONS 

This chapter provides the summary of the proposed 

work performed for designing and implementation of 

the predictive data model. This model helps to predict 

the disaster events using the current patterns input. 

The summary of entire work performed is given as 

the conclusion and the future extension of the work is 

also suggested with the work. 

A. Conclusion 

The proposed model is a hybrid data model for 

proving the accurate data analysis and similar 

patterns prediction. Therefore first the real world data 

is computed with the help of Google search API and 

then the pre-processing is performed for refinement 

of the obtained data. Finally the pre-processed data is 

used with the Bays classifier to classify the text data 

according to their relevancy of search outcomes. 

Finally the data is used with the learning model, the 

learning model compile the data using two algorithms 

namely K-means clustering and the HMM algorithm. 

The K-means clustering is used here to prepare the 

observations from the data and the states are the 

disaster events. Finally by providing the current 

sequences the upcoming disaster events are predicted. 

The implementation of the proposed data model is 

performed with the help of JAVA technology. 

Additionally after implementation the presentation of 

the system is also computed. The measured 

performance is given in terms of percentage accuracy 

and error rate produced by the system and for 

measuring the efficiency the time and space 

complexity is computed. The obtained performance is 

summarized using the table 4.1.  

S. 

No. 

Parameters  Remark  

1 Accuracy  The accuracy of the data 

model is enhances with the 

large amount of data but 

fluctuating with the noisy 

data  

2 Error rate  The error rate reduces with 

the less complex datasets 

and increases with noisy 

data patterns  

3 Memory 

usages  

The memory consumption 

is depends on the amount 

of data produced for 

training and testing  

4 

 

Time 

consumption  

Time is also in similar 

ratio affected as the 

amount of data increases 

or decreases  

Table 4.1 performance summary  

According to the obtained performance summary the 

proposed model is accurate and efficient both. 

Therefore that is suitable to use for high accurate 

prediction requirements. Additionally that consumes 

fewer resources during predictions.   
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B. Future work 

The main aim to develop a hybrid classification 

technique for predicting the disaster event is 

developed successfully. Additionally that is an 

accurate and efficient data model with less resource 

consumption. In near future the following extensions 

of the work are possible. 

1. Extend the proposed model with the season 

based observations by which the precise 

outcomes are promises to achieve  

2. Implement the system with the professional 

Google API which produces more authentic 

outcomes for preserving with the database. 
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