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Abstract: 

 

Clustering is the process of grouping 

objects based on some notion of similarity. It is 

commonly applied for exploratory analysis, 

segmentation, pre-processing and data 

summarization. Similarity is dependent on the 

features describing data. Clustering ensembles are a 

common approach to clustering problem, which 

combine a collection of clustering into a superior 

solution. The key issues are how to generate 

different candidate solutions and how to combine 

them. Common approach for generating candidate 

clustering solutions ignores the multiple 

representations of the data and the standard 

approach of simply selecting the best solution from 

candidate clustering solutions ignores the fact that 

there may be a set of clusters from different 

candidate clustering solutions which can form a 

better clustering solution.  Multi view clustering can 

be applied at various stages of the clustering 

paradigm. This paper proposes a novel multi-view 

clustering algorithm that combines different 

ensemble techniques via various similarity metrics 

have been used to measure the similarity between 

data objects. In the novel multi view clustering 

algorithm contains mainly two techniques; the first 

technique is used to generate multiple partitions 

from each of the single view of a multi-view dataset. 

After completion of multi view of data set we can 

perform the clusterization process on multi view 

data set.  In this paper we are implementing 

clustering process we are using K Means algorithm. 

After completion of clustering process take those 

clusters and combine those clusters will get an 

efficient cluster groups. By performing combining 

the clusters groups we are using cluster based 

similarity matrix. By implementing those concepts 

we can improve efficiency for performing the 

clustering process and also the cluster groups will 

contains most relevant datasets.  
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I. INTRODUCTION  

Clustering is a key issue in intelligence 

science and is widely used in the field of artificial 

intelligence. The technique has been studied for 

several decades in areas of pattern recognition, 

machine learning, applied statistics, communications 

and information theory. It is applied to numerous 

fields of applications including data mining, text 

mining, bio-informatics, image analysis and 

segmentation, data compression, and data 

classification. Clustering is an unsupervised learning 

technique for organizing similar objects into 

different groups. Since it is hard to define the 

similarity especially in high-dimensional data, 

thousands of clustering algorithms have been 

proposed in the last 50 years [1]. As no single 

clustering algorithm is suitable for all types of 

problems, researchers have been trying different 

techniques for combining different clustering 

algorithms (clustering ensembles) [2-5]. 

 

Multi-view clustering explores and exploits 

multiple views simultaneously in order to obtain a 

more accurate and robust partitioning of the data 

than single view clustering. There exist two methods 

in multi-view clustering: centralized and distributed 

[6]. Centralized algorithms simultaneously use all 

views to cluster the data while distributed algorithms 

cluster each view independently from others, using a 

single view algorithm, and then combine the 

individual clustering to obtain a final partitioning. 

During the past decade, Bickel and Scheffer [7] 

developed a two-view EM and a two-view spherical 

k-means algorithm under the assumption that the 

views are independent. De Sa [8] proposed a two-

view spectral clustering algorithm that creates a 

bipartite graph and is based on the ―minimizing-

disagreement‖ idea. Kumar et al. [9] proposed a co-

training approach for multi- view spectral clustering, 

co-regularized multi-view spectral clustering [10] 

and kernel-based weighted multi-view clustering 

[11].  

The main goal of clustering ensembles is to 

solve the problem of producing superior clustering 

solution from given set of clustering solutions. This 

problem was previously approached by researchers 

from different angles and so far the best known 

approach for clustering ensembles is median 

partition based approach in which a single candidate 

clustering solution that has the maximum similarity 

from all candidate clustering solutions is selected as 
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the final clustering solution. The clustering 

ensembles methods include two important steps: 

 

1) Generating a set of candidate clustering solutions 

2) Combining the set of candidate clustering 

solutions to generate final clustering solution. 

 

In our evolutionary based clustering approach, 

step 1 corresponds to an initialization phase in which 

a set of initial candidate clustering solutions is 

generated, and step 2 is the evolutionary phase in 

which the final solution is evolved from the initial 

candidates. However, by using ensemble clustering 

can produce a more consistent and more accurate 

solution. In this paper, propose a novel multi-view 

clustering framework based on ensemble clustering. 

It first generates multiple partitions from each of the 

single view of a multi-view dataset. Clustering 

algorithms are applied on the different data matrices 

to obtain partitions of the data. 

II. RELATED WORK 

Clustering has been extensively studied in the 

literature in many domains, such as in information 

retrieval to cluster documents, in bio-informatics 

[12] to cluster genes, in social network analysis [13] 

to find communities, etc. The basic idea of merging 

the clustering results from different algorithms 

evolved as a different field of study for improvement 

of clustering results. Combining the clustering 

results of different clustering algorithms is a new 

clustering framework that is more robust and less 

susceptible to the adverse effects of each of the 

single view clustering algorithm. Most of these 

clustering frameworks consist of finding 

similarity/distance matrix on the original dataset and 

using this to combine data samples into groups or 

clusters. In recent times a number of authors have 

proposed different multi-view clustering algorithms 

[13].  

Janssens et al [14] proposed a hybrid 

clustering method which is based on statistical Meta-

analysis using Fisher’s inverse chi- Square method. 

In this technique, the distances of data sources are 

converted into p-value by using CDF. These values 

computed against a randomized data having 

similar statistical characteristics. The p-values are 

then converted into a unified p-value using a 

logarithmic function, which is then used for 

clustering. Weighted Hybrid Clustering algorithm 

[13] proposes two steps for combining multiple 

similarity matrices: Weighted Kernel Fusion 

clustering and Weighted Ensemble Clustering. 

 

In the kernel fusion technique, kernel 

functions are used to compute the similarity matrices 

in higher dimensions for each of the data view. Hong 

et.al [15] proposes a novel clustering ensembles 

method, termed as resampling-based selective 

clustering ensembles method. The proposed 

selective clustering ensembles method works by 

evaluating the qualities of all obtained clustering 

results through resampling technique and selectively 

choosing part of promising clustering results to build 

the ensemble committee. Recently, Azimi and Fern 

[16] proposed an adaptive cluster ensemble method.  

 

In contrast, some studies also indicated that 

medium diversity leads to the best performing 

ensembles. First generates a diverse set of solutions 

and combines them into a consensus partition P*. 

Based on the diversity between the ensemble 

members and P*, a subset of ensemble members is 

selected and combined to obtain the final output. 

Strehl and Ghosh [17] have developed three 

different consensus functions based on hyper graph 

for ensemble learning: cluster-based similarity 

partitioning algorithm, hyper graph-partitioning 

algorithm, and Meta clustering algorithm. Topchy et 

al. [3] designed a consensus function based on a 

finite mixture model. The final partition is found as a 

solution to a maximum likelihood problem for a 

given clustering ensembles. Ensemble method, 

SELective Spectral Clustering Ensemble (SELSCE), 

is proposed [18].. After the generation of component 

clustering, the bagging technique, usually applied in 

supervised learning. Randomly pick part of the 

available clustering’s to get a consensus result and 

then compute normalized mutual information (NMI) 

between the consensus result and the component 

clustering. 

III. PROPOSED SYSTEM 

In this paper we are proposed a novel multi 

view clustering algorithms for getting efficient 

cluster result. Before apply the novel multi view 

clustering algorithm, we are represent data object 

into multiple view. The representing multi view of 

data objects depending upon number of data object 

in the input dataset. In this paper we are convert the 

total input dataset into three multiple view data 

object. After completion of multi view process apply 

the clustering process on the multi view data objects. 

By performing clustering process we are get related 

data objects in to groups. But those groups are not 

efficient groups for related data object. So that we 

are again apply the technique for cluster based 

similarity matrix by getting most relevant documents 

into groups. In this paper we are implementing K 

Means Algorithm for clustering multi view data 

object and grouping related cluster groups by using 

cluster based similarity matrix technique. The 

implementation procedure of proposed system is as 

follows. 

 

Represent Data Object In Multi View: 

 In this module we are read the input dataset 

from the database and perform the multi view of 

data object. In this paper the input dataset can be 

split into three multi view data object. Before 
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performing the multi view process we are count the 

number of dataset in the input dataset. By taking that 

we can divide all the input dataset into three multi 

view partition. Take the count of number of data 

objects in the data set and divide by three we can get 

all equal partition of data object. By performing this 

process we can easily perform the clustering process 

and also get most relevant data object into groups. 

 

K Means Clustering Algorithm: 

 

Clustering is a technique to categorize the 

data into groups. Distance metrics plays a very 

important role in the clustering process. The more 

the similarity among the data in clusters, more the 

chances of particular data-items to belong to 

particular group. There are number of algorithms 

which are available for clustering. In general, K-

means is a heuristic algorithm that partitions a data 

set into K clusters by minimizing the sum of squared 

distance in each cluster. The algorithm consists of 

three main steps: a) initialization by setting center 

points (or initial centroids) with a given K, b) 

Dividing all data points into K clusters based on K 

current centroids, and c) updating K centroids based 

on newly formed clusters. It is clear that the 

algorithm always converges after several iterations 

of repeating steps b) and c). In this paper, the 

simulation of basic k-means algorithm is done, 

which is implemented using Manhattan distance 

metric. 

 

Let X = {x1,x2,x3,……..,xn} be the set of data 

points and V = {v1,v2,…….,vc} be the set of centers. 

 

1. Select ‘c’ cluster centers randomly. 

 

2. Calculate the distance between each data point 

and cluster centers using the Manhattan distance 

metric as follows 

  

         D=Xik- Yjk 

 

3. Data point is assigned to the cluster center whose 

distance from the cluster center is minimum of all 

the cluster centers. 

4. New cluster center is calculated using: 

        Vi=1/Ci∑1 
Ci (Xi)  

   where, ‘ci’ denotes the number of data points in ith 

cluster. 

 

5. The distance between each data point and new 

obtained cluster centers is recalculated. 

 

6. If no data point was reassigned then stop, 

otherwise repeat steps from 3 to 5. 

 

After completion of clustering process we 

are get individual cluster groups of multi view data 

object. So that each view contains specified number 

of clusters groups and take those cluster groups and 

perform cluster base similarity matrix we are getting 

most relevant data object of specified cluster groups 

are generated. The implementation procedure of 

cluster based similarity matrix is as follows.  

 

Cluster based Similarity Matrix: 

 

In this module we can generate all relevant data 

objects of specified number of clusters. Before apply 

this process we can read all view of cluster groups 

and apply cluster based similarity matrix technique 

for getting most relevant data object. The 

implementation procedure of cluster based similarity 

matrix is as follows. 

 

1. Read the all views cluster based groups and 

randomly choose the centers as specified number of 

clusters. 

 

2. Take the each data object from the each view 

oriented cluster groups and count the numbers of 

fields are related to each centroid. 

 

3. By calculating number of equal attribute and take 

most number of matches to respect centroid. 

 

4. The data object will be stored into respect centroid 

and take another other data object, perform the 

above process. 

 

5. Repeated steps 2 to four until all data objects are 

completed and those groups are contains most 

related data object. 

Based on these similarity matrices on the 

individual datasets and aggregates these to form a 

combined similarity matrix, which is then used to 

obtain the final clustering. By applying those 

techniques we can get more related data into groups 

and also improve the efficiency by performing the 

clusterization process. The results show that our 

method significantly outperforms other methods. 

IV. CONCLUSIONS 

In this paper we are proposed an ensembles 

novel multi view algorithms for generating relevant 

cluster groups of data object. Before getting this 

result we can take input dataset and represent that 

data set into multi view data objects. After 

completion of multi view process take those multi 

view oriented data set and apply clustering process 

each view data object. By performing clusterization 

process we are using k means clustering algorithm. 

After completion of clusterization process we are get 

multiple clusters in multiple view orient. Each view 

contains group of data objects specified in the 

number of clusters. Take those clusters of multi view 

based data object and apply the cluster based 

similarity matrix we can get specified number of 

groups with contains more relevant data object. So 
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that by applying those methods we can perform an 

efficient clusterization process and also most 

relevant data object in specified cluster groups. 
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