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Abstract—Arrhythmia detection and classification 

methods are normally involve complex procedures 

and it is quite hard to achieve good accuracy. 

Current study presents an arrhythmia detection and 

classification method using simple statistical 

features extraction methods and library support 

vector machine (LIBSVM) classifier. The 

electrocardiogram (ECG) signals for three classes, 

namely normal sinus rhythm (NSR), premature atrial 

contraction (PAC) and premature ventricle 

contraction (PVC) were obtained from MIT 

arrhythmia database. The obtained ECG signals 

were denoised using bandpass filter. The denoised 

signals were segmented into 3.34 seconds. The 

segmented ECG signals were normalized to prepare 

them for features extraction stage. The R-R intervals 

were calculated to extract the features from them. 

The features extraction methods that were used in 

this study are the mean absolute value (MAV) of 

ECG segment, root mean square (RMS) of ECG 

segment, the median of R-R intervals, and standard 

deviation (SD) of R-R intervals. The extracted 

features were classified using LIBSVM classifier. 

The achieved accuracy from this method is 98.54%. 

The results showed that the proposed method for 

arrhythmia detection and classification is accurate, 

simple and reasonable method comparing to the 

other studies. 
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I. INTRODUCTION 

Arrhythmia detection and classification has been 

widely studied recently. There are many people have 

arrhythmia around the world and in Malaysia [1]. It 

is one of the common heart's diseases and it has 

many types. Usually, the ECG commonly used for 

diagnosing the arrhythmia. The physician can detect 

the arrhythmia from the plot of the ECG because 

most arrhythmia types effect heart's rhythm. 

The recent studies of arrhythmia detection and 

classification used complicated procedures for 

extracting the features from the ECG signal and for 

classifying the arrhythmia. Fei [2] developed a 

detection and classification method for detecting and 

classifying the arrhythmia from ECG signal by using 

LIBSVM and ECG waves durations. The ECG 

signals were segmented into one pulse window to 

prepare it for the feature extraction process. The 

method used the intervals of R-R, P wave, QRS 

wave, T wave and the P-Q length. These intervals 

were extracted by using wavelet biorthogonal spline 

type. These intervals normalized and classified using 

LIBSVM classifier. The classification accuracy 

result is 95.652%. Bulusu et al. [3] proposed method 

for classifying arrhythmia using 12 morphological 

features and discrete wavelet transform (DWT). 

Three features extracted from the S-T segment, 

namely the ST-deviation, the slope of the ST-

segment and the correlation coefficients. There are 

many morphological features extraction methods 

applied on the ECG signal like Q-R width, R-R 

interval, autocorrelation Value, the area under Q-R, 

etc. The extracted features were classified using 

support vector machine (SVM). The overall 

accuracy that was obtained from this method was 

96.35%. Sarkaleh and Shahbahrami [4] proposed an 

arrhythmia classification method using DWT and 

artificial neural network (ANN). The ECG signal 

was filtered to remove the noise and ECG baseline 

wander. The Daubechies DWT applied to the signal 

to extract the features. The features vectors classified 

using Multi-Layer Perceptron (MLP) neural network. 

The obtained accuracy from this method is 96.5%. 

Zhang et al. [5] proposed a classification method for 

arrhythmia using five morphological features and 

SVM classifier. The morphological features that 

were extracted from ECG signal are inter-beat 

intervals, intra-beat intervals, morphological 

amplitudes, morphological areas and morphological 

distance as well as there are many other sub-features 

like R-R intervals, P-P intervals, QRS distance, the 

area under P-wave etc. The extracted features were 

classified using SVM classifier. The overall 

accuracy of this method is 86.91%. Pooyan1 and 

Akhoondi [6] proposed an arrhythmia detection and 

classification method using 20 morphological 

features and SVM. The ECG baseline wander and 

ECG noise removed using bandpass filter. The 

morphological features extracted from the denoised 

ECG signal. The extracted morphological features 

were 20 like R-R intervals, T-T intervals, Q-S 

intervals, falling and rising slope of QRS, the 
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autocorrelation of T-T intervals, amplitudes of Q, R, 

and S, mean and standard deviation (SD) of T-wave 

duration and area under T-wave, etc. The extracted 

features classified using SVM classifier. The overall 

accuracy obtained from this method was 94.6%. 

In this study, four statistical features will be 

extracted from the ECG signal. These features are 

MAV of the ECG signal, RMS of the ECG signal, 

the median of the R-R intervals, and SD of the R-R 

intervals. The extracted features will be classified 

using LIBSVM classifier. LIBSVM will classify two 

types of arrhythmia, namely PVC and PAC as well 

as the NSR. 

II. METHODOLOGY 

ECG signals for three classes were obtained from 

Massachusetts institute of technology (MIT) 

arrhythmia database. The collected ECG signals will 

be preprocessed (filtration, segmentation, and 

normalization). After that, the R-R intervals will be 

calculated and four statistical features will be 

extracted. Finally, the LIBSVM classifier will be 

used to classify three classes, namely NSR, PVC and 

PAC. 

A. Filtration 

ECG signal affected by different types of noise, 

like power line noise (50Hz or 60Hz), body muscles 

noise, and breathing noise. Generally, the noise in 

ECG signal is divided into two bands: high-

frequency (as a power line noise) and low-frequency 

noise which is a breathing noise. Breathing noise 

known as ECG baseline wandering, it makes the 

ECG baseline wavy. A bandpass zero-phase FIR 

filter was used in this study, to filter the ECG signal. 

This filter was designed with 400th order and with a 

cutoff frequency of 0.5 Hz and 40 Hz. This filter was 

used to remove the ECG baseline wandering, power 

line noise, and other noise [7] [8]. 

B. Segmentation 

Filtered ECG signals are ready for segmentation 

step. This step determines the length of the ECG 

signals that will be used in features extraction step. 

In this research work, the segment length of each 

ECG signal is 668 data samples that equal to 3.34 

seconds. The 3.34 seconds segment length can frame 

four ECG pulses if the heartbeat rate (HBR) was 72 

beat per minute (BPM). The first sample of the long 

window was chosen arbitrarily in the segmentation 

process. In other words, the required ECG pulses 

were segmented without any reference point such as 

the position of the R-peaks. Fig 1 shows four 

examples for ECG signal segmentation. Finally, the 

resulting segments of the classification group are 

three classes: NSR, PAC, and PVC. The 

classification group comprises of 288 segments, (96 

for each class). Each class dataset is divided into two 

sets. Where 75% of the dataset is used to train the 

classifier and 25% of the dataset is used to test the 

classification. 

 
Fig. 1The segmented and normalized ECG signals 

C. Normalization 

The normalization is a very important step, it 

normalizes the data to be in specific range. In this 

study, the normalization is applied to the segmented 

ECG signals to make the amplitude of the ECG 

signals range from zero to one. Equation (1) was 

used to normalize the segmented ECG signal. 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑𝐸𝐶𝐺 =
𝑥𝑛−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 −𝑥𝑚𝑖𝑛
(1) 

 

Where  𝑥𝑛 are the ECG signal samples, 
 𝑥𝑚𝑎𝑥 , 𝑥𝑚𝑖𝑛   are the maximum and minimum 
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amplitudes in the ECG segment. The normalized 

ECG signal was shown in Fig 1. 

D. Features Extraction 

Statistical features extraction methods that were 

used in this study are MAV, RMS, the median of R-

R intervals, and the standard deviation (SD) of R-R 

intervals. R-R intervals are extracted by finding the 

R-peaks in each segment and calculating the periods 

between them. To find the R-peaks of each 

normalized ECG segment, the ECG segment is 

squared and the threshold value is applied to it. After 

that, finding the highest points in each peak above 

the threshold line. The highest points that were 

found are the R-peaks [9], [10]. Fig 2 shows the 

threshold line was applied on the squared ECG 

signal. 

 
Fig. 2 Threshold line was applied on the squared 

ECG signal 

 
MAV of the ECG signal is calculated by using the 

following equation: 

 

𝑀𝐴𝑉 =
1

𝑁
  𝑥 𝑛  𝑁−1

𝑛=0 (2) 

 

whereN is the signal length, n is the number of the 

sample, and x(n) is the ECG signal sample  [11]. 

RMS of the ECG signal is calculated by using the 

following formula: 

 

𝑅𝑀𝑆 =  
1

𝑁
 𝑥2𝑁

𝑛=1  𝑛 (3) 

 

whereN is the signal length, n is the number of the 

sample, and x(n) is the ECG signal sample [12]. The 

median of the even number of the R-R intervals is 

calculated by using the following formula: 

 

𝑀𝑒𝑑𝑖𝑎𝑛 =
𝑅𝑛
2

+ 
𝑅𝑛
2

+1 

2
(4)  

 

and median of an odd number of the R-R intervals is 

calculated by using the following formula: 

 

𝑀𝑒𝑑𝑖𝑎𝑛 =
𝑅𝑛+1

 2
(5) 

 

where 𝑅𝑛  is the number of the R-R intervals in the 

ECG signal segment [12]. SD of the R-R intervals is 

calculated by using the following equation: 

 

𝑆𝐷 =  
1

𝑁−1
  𝑥𝑛 −𝑀 2𝑁

𝑛=1 (6) 

 

whereN is the number of R-R intervals, n is the 

number of R-R interval sample, 𝑥𝑛  is the value of R-

R interval sample, and M is the mean of the R-R 

intervals [13]. The results of all these approaches are 

used to create the features vector of the ECG signal. 

E. Classification 

The multi-class LIBSVM classifier with Gaussian 

radial basis function (RBF) kernel was used in this 

study to classify three types of the ECG signals. 

These types of ECG signals are divided into three 

classes, namely NSR, PAC, and PVC. LIBSVM is 

one of the most commonly used classifiers for 

arrhythmia classification. The training dataset is 

used to train the LIBSVM classifier where the 

decision function of the LIBSVM [14] is as follow: 

 

𝑠𝑖𝑔𝑛 𝑤𝑇𝛷 𝑥 + 𝑏 = 𝑠𝑖𝑔𝑛  𝑦𝑖
𝐿
𝑖=1 𝛼𝑖𝐾 𝑥𝑖 , 𝑥 + 𝑏 (7) 

 

Where 𝐾 𝑥𝑖 , 𝑥 is the kernel function, x are the 

training vectors, i=1,....,L, yis the vector of the 

training labels, α contains the support values, w is 

the separating hyperplane in features space, and b is 

a bias term [14].𝑦𝑖𝛼𝑖∀𝑖 ,b, support vectors, kernel 

parameters and label names are stored in the model 

object to be used in prediction step. After 

completing the training, the testing dataset is used to 

test the classification. The LIBSVM uses the 

following formula for prediction: 

 

𝑓 𝑧 =
𝑠𝑖𝑔𝑛  𝑦𝑖

𝑡𝑜𝑡𝑎𝑙𝑆𝑉
𝑖=1 𝛼𝑖𝐾 𝑥𝑖 , 𝑧 − 𝑏 𝑠𝑖𝑔𝑛  𝑤,𝛷 𝑧  −

𝑏   (8) 

 

Where the totalSV is the total support values.  

RBF Kernel parameter gamma (γ) and LIBSVM 

parameter cost (C) must be tuned to find the highest 

accuracy. The parameter C is a trade-off between the 

error of training and the flatness of the solution. 

Then the best values of the parameters (C, γ) used to 

train all training dataset and create the final 

LIBSVM model [15]. The LIBSVM is a simple 

classification tool and widely used to classify the 

practical problems [16] including ECG beats 

classification. Hence, it was used in this research to 

classify three classes, namely NSR, PAC, and PVC. 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

The LIBSVM classifier was used to classify three 

classes of ECG signals. Where these signals were 

segmented into 3.34 seconds, and their features were 

extracted by using statistical features extraction 



International Journal of Engineering Trends and Technology (IJETT) – Volume-44 Number-3 -February 2017 

ISSN: 2231-5381                        http://www.ijettjournal.org                                  Page 110 

methods. The accuracy of the LIBSVM was 

calculated by using the following equation: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑑𝑎𝑡𝑎

𝑡𝑜𝑡𝑎𝑙𝑡𝑒𝑠𝑡𝑖𝑛𝑔𝑑𝑎𝑡𝑎
× 100%(9) 

 

All of the C and γ values were tuned to find the 

optimum accuracy. Classification accuracy results 

are shown in Table 1 with the values of C and γ. 

The highest accuracy is noticeable when γ values 

range from 0.1 to 200. Whereas, the lowest and 

highest γ values show low classification accuracy. In 

Table 1 the highest accuracy results were 

highlighted to be clear. Fig 3 shows the 

classification accuracy related to the values of γ and 

C. The noticed from Fig 3 that the highest accuracy 

results are confined between γ=0.1 to γ=200 as 

shown clearly in the figure. 

TABLE 1 

CLASSIFICATION ACCURACY WITH VALUES OF C 

AND γ 

Cost C 

 

Gama γ 

C = 3 C = 5 C = 6 C = 10 
C = 

10000 

γ = 0.05 87 97.08 97.81 96.71 97.81 

γ = 0.1 95.98 97.81 98.17 98.54 97.81 

γ = 0.3 98.54 98.17 98.54 98.17 98.17 

γ = 1 98.54 98.54 98.54 98.54 97.81 

γ = 200 97.81 98.17 98.17 97.44 97.81 

γ = 1000 96.35 96.17 96.35 96.71 96.35 

 
Fig. 3 Classification accuracy related to the values of 

γ and C 

Table 2 shows the comparison between proposed 

method of arrhythmia classification and previous 

studies.  

TABLE 2 

COMPARISON BETWEEN PREVIOUS STUDIES AND 

PROPOSED METHOD 

Reference 

Number 

of 

features 

Classifier 
Accuracy 

(%) 

Fei [2] 6 LIBSVM 95.652 

Bulusu et al. [3] 13 SVM 96.35 

Sarkaleh and 

Shahbahrami [4] 
1 ANN 96.5 

Zhang et al. [5] 5 SVM 86.91 

Pooyan1 and 

Akhoondi [6] 
20 SVM 94.6 

Proposed method 5 LIBSVM 98.54 

 

It is noticeable from Table 2 that the proposed 

method has slightly highest accuracy compared to 

the other studies with a reasonable number of 

features. 

IV. CONCLUSIONS 

In this study, two types of arrhythmia, namely 

PVC and PAC as well as NSR from MIT arrhythmia 

database were examined. Five features extraction 

methods, namely R-R intervals, MAV, RMS, 

median, and SD were applied to extract the features 

from the ECG signal. The LIBSVM classifier was 

used to classify the three classes. The highest 

accuracy results are confined between γ=0.1 to 

γ=200 and between C=3 to C=10000.  It can be 

concluded that the proposed method of arrhythmia 

detection and classification is highly accurate, 

simple and reasonable comparing to the previous 

studies and it has potential to be used in heart 

monitoring systems or for heart diseases diagnosis. 
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