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Abstract: 

Now a day’s wireless sensor network interesting 

research area for discovering behavioral patterns 

WSNs can be used for predicting the source of future 

events. By knowing the source of future event, we 

can detect the faulty nodes easily from the network. 

Behavioral patterns also can identify a set of 

temporally correlated sensors. This knowledge can 

be helpful to overcome the undesirable effects (e.g., 

missed reading) of the unreliable wireless 

communications. It may be also useful in resource 

management process by deciding which nodes can 

be switched safely to a sleep mode without affecting 

the coverage of the network. Association rule mining 

is the one of the most useful technique for finding 

behavioral patterns from wireless sensor network. 

Data mining techniques have recent years received a 

great deal of attention to extract interesting 

behavioral patterns from sensors data stream. One 

of the techniques for data mining is tree structure for 

mining behavioral patterns from wireless sensor 

network. By implementing the tree structure will face 

the problem of time taking for finding frequent 

patterns. By overcome that problem we are 

implementing associated correlated bit vector matrix 

for finding behavioral patterns of nodes in a wireless 

sensor network. By implementing this concept we 

can overcome time complexity and also get most 

correlated patterns of wireless sensor networks. 
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I. INTRODUCTION  

Wireless Sensor Network generates a large 

amount of data in the form of data stream and 

mining these streams to extract useful knowledge is 

a highly challenging task. In literature study [1], 

existing mechanism use sensor association rules 

measured in terms of frequency of patterns 

occurrence. Among the enormous number of rules 

generated, most of those are not valuable to 

reproduce true association among data objects. 

Moreover, mining associated sensor patterns from 

sensor stream data is essential for real-time 

applications, but it is not addressed in literature 

papers. In this proposed work, a new type of sensor 

behavioral pattern called associated sensor patterns 

to capture substantial temporal correlations in sensor 

data simultaneously is introduced to address the 

above-said problem. In this paper we are proposed 

an efficient associated correlated bit vector matrix 

for find the frequent item sets and associate 

correlated frequent pattern sets. The Data Mining in 

WSN are used to extract useful data from the huge 

amount of unwanted dataset. The need of mining to 

get knowledgeable data and discovers the 

behavioural patterns. As there are many Association 

techniques in data mining to find out the Frequent 

Patterns as per [2]. The Association rule can apply 

on static data and stream data. The frequent patterns 

are those items, Sequences or substructure which 

reprise from the available dataset by providing the 

user specified frequencies. Whenever you want to 

find out the frequently occurred data apply 

association rules which will find out the frequent 

patterns from the dataset. 

Mining play main role to mine frequent item set 

in many data mining tasks. Over data streams, the 

frequent item set mining is mine the approximation 

set of frequent item sets in transaction with given 

support and threshold. It should support the flexible 

determine between mining accuracy and processing 

time. When the user-specified minimum support 

threshold is small, it should be time efficient. To 

propose an efficient algorithm the objective is 

generates frequent patterns in a very less time. 

Frequent patterns are very meaningful in data 

streams such as in network monitoring, frequent 

patterns relate an indicator for network attack to 

excessive traffic. In sales transactions, frequent 

patterns correspond to the top selling products with 

their relationships in a market. If we consider that 

the data stream consist of transactions, each items 

being a set of items, then the problem definition of 

mining frequent patterns can be written as given a 

set of transaction and finds all patterns with 

frequency above a threshold. 

 

Data mining techniques, well established in the 

traditional database systems, recently became a 

popular tool in extracting interesting knowledge 

from sensor data streams (SDSs). Using knowledge 

discovery in WSNs, one particular interest is to find 

behavioural patterns of sensor nodes evolved from 
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meta-data describing sensor behaviours. The 

application of fine grain monitoring of physical 

environments can be highly benefitted from 

discovering behavioural patterns (i.e., associated 

patterns) in WSNs. These behavioural patterns can 

also be used to predict the cause of future events 

which is used to detect faulty nodes, if any, in the 

network. For example, possibility of a node failure 

can be identified using behavioural pattern mining 

by predicting the occurrence of an event from a 

particular node, but no such event reported in 

subsequent iteration. As behavioural patterns reveal 

a chain of related events, source of the next event 

can be identified. For e.g. in an industry, fault in a 

particular process may trigger fault in other 

processes. In addition, behavioural patterns can also 

used to identify a set of temporally correlated 

sensors, thus improving operational aspects in 

WSNs. 

II. RELATED WORK 

 

Wireless sensor network is successfully deployed in 

diverse monitoring and detection applications. In 

these applications. WSNs generate a large amount of 

data in the form of streams. Such data stream from 

WSN can be mined to extract useful knowledge but 

it is a challenging task. Discovering behavioral 

patterns that mean associated patterns from wireless 

sensor networks dataset can be highly useful in 

applications that require a fine-grain monitoring of 

physical environments such as transportation 

networks, battle field. Behavioral patterns can also 

be used to predict the source of future events. 

Because of these various applications, various 

approaches have been used to extract useful 

information. Association rule mining was first 

introduced in [3], where it was initially proposed in 

term of transactional database. It also applied to 

generate patterns from sensors nodes in WSN. The 

problem of discovering association rules of sales 

transactions between items in a large database. 

Reflect the numbers of epochs in database that’s 

why binary frequency of pattern not sufficient for 

finds patterns. Behavioral pattern called share 

frequent sensor patterns (SFSPs) [4]. It used to 

discover the patterns. To avoid candidate generation, 

SFSP worked with SFSP-tree. Also presented 

parallel and distributed for process of high amount 

data. 

 

Several algorithms for mining associations have 

been suggested in the literature work [5] [6] [7] [8] 

[3] [9] [10] [11] [12] The Apriori algorithm [5] is 

most widely used algorithm in the history of 

association rule mining that uses efficient candidate 

generation process, such that large Item set 

generated at k level are used to generate candidates 

at k+1 level. On the other hand, it scans database 

multiple times as long as large frequent Item sets are 

generated. Apriori TID generates candidate Item set 

before database is scanned with the help of Apriori-

gen function. Database is scanned only first time to 

count support, rather than scanning database it scans 

candidate Item set. This variation of Apriori 

performs well at higher level where as the 

conventional Apriori performs better at lower levels 

[6].  

 

Apriori Hybrid is a combination of both the 

Apriori and Apriori TID. It uses apriori TID in later 

passes of database as it outperforms at high levels 

and Apriori in first few passes of database. DHP 

(Direct hashing and Pruning) [7] tries to maximize 

the efficiency by reducing the no of candidates 

generated but it still requires multiple scans of 

database. DIC [8] based upon dynamic insertion of 

candidate items, decrease the number of database 

scan by dividing the database into intervals of 

particular sizes. CARMA(Continuous Association 

Rule Mining Algorithm) proposed in [9] generates 

more candidate Item set will less scan of database 

than Apriori and DIC, however it adds the flexibility 

to change minimum support threshold. ECLAT [10] 

with vertical data format uses intersection of 

transaction ids list for generating candidate Item set. 

Each item is stored with its list of Transaction ids 

instead of mentioning transaction ids with list of 

items. Sampling algorithm chokes the limitation of 

I/O overhead by scanning only random samples 

from the database and not considering whole 

database. Rapid Association Rule mining (RARM) 

proposed in [11] generates Large 1- Item set and 

large 2- Item set by using a tree Structure called 

SOTrieIT and without scanning database. It also 

avoids complex candidate generation process for 

large 1-Itemset and Large 2-Itemset that was the 

main bottleneck in Apriori Algorithm. 

III. PROPOSED SYSTEM 

 

Mining play main role to mine frequent 

item set in many data mining tasks. Over data 

streams, the frequent item set mining is mine the 

approximation set of frequent item sets in 

transaction with given support and threshold. It 

should support the flexible determine between 

mining accuracy and processing time. When the 

user-specified minimum support threshold is small, 

it should be time efficient. To propose an efficient 

algorithm the objective is generates frequent patterns 

in a very less time. Frequent patterns are very 

meaningful in data streams such as in network 

monitoring, frequent patterns relate an indicator for 

network attack to excessive traffic. In sales 

transactions, frequent patterns correspond to the top 

selling products with their relationships in a market. 

If we consider that the data stream consist of 

transactions, each items being a set of items, then the 

problem definition of mining frequent patterns can 
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be written as given a set of transaction and finds all 

patterns with frequency above a threshold. 

 

In this paper we are proposed an efficient correlated 

association rule mining for mining behavioral 

patterns from wireless sensor network. For mining 

association correlated patterns cab be done by 

performing the two steps. In the first step we are 

finding frequent patterns of wireless sensor networks 

and second step is to test whether they are associated 

correlated patterns or not based on the corr 

confidence of each pattern in a transaction dataset. 

By performing those two operations we are 

implementing an efficient correlated bit vector 

matrix for finding behavioral patterns from a 

wireless sensor network. The implementation 

procedure of associated correlated bit vector matrix 

is as follows. 

 

Associated Correlated Bit Vector Matrix: 

  

   Frequent Pattern mining techniques find the 

candidates and frequent patterns generated. In 

frequent pattern mining techniques for finding 

frequent patterns contained two problems they are, 

many times scanned the database and more complex 

candidate generation process. To find the frequent 

patterns with single scan of database, we propose a 

technique associated correlated bit vector matrix 

which is used to generate associated patterns. The 

generation frequent patterns of sensor stream of data 

is as follows. 

 

Generation of Bit Vector Matrix: 

 

 In this module we can retrieve the 

transactional data set of sensor items from the data 

base. Take the each transaction and generate bit 

vector matrix. The implementation of bit vector 

matrix is as follows. 

 

1. Read each transaction from the data base 

(D) and get each item of sensor node id Si . 

2. Read all the individual items of sensor 

nodes until the length of all transactional 

dataset is completed. 

3. After completion of reading process we can 

sort the all node ids. 

4. Find all frequent length of item sets(Ti) 

from the data base D 

     If Ti is not null  

      For each transaction (Ti) from database  

          For each item (Ii) in database D 

              If item (Ii) contains Transaction 

Item sets (Ti) 

              BV = 1 

 Else  

BV=0 

End for. 

End for. 

End if. 

 

Extracting Maximum Frequent Item Sets from 

Bit Vector Matrix: 

 

 After completion of bit vector matrix we 

can find out frequent pattern item sets of wireless 

sensor network. Each column in the bit vector matrix 

represents one transaction record. Value 0 in the 

column means the corresponding transaction record 

contains the corresponding frequent length-1 item 

set, vice versa. Therefore, the number of value 1 in 

each column indicates the corresponding transaction 

record contains the number of frequent length-1 item 

sets together. If there is the number of transaction 

records with the same number of value 1 being 

larger than the minimum support, the number of 

value 1 may be the size of maximum frequent item 

set, vice versa. As a result, a set of values in which 

each one may be maximum frequent item set’s 

length will be obtained. Then according to each of 

the values in descending order, a series of candidate 

item sets will be generated from frequent length-1 

item sets and the support of each candidate item set 

could be calculated according to the Boolean matrix 

of frequent length-1 item sets. If the support of each 

candidate item set is larger than the minimum 

support, the candidate item set is frequent, vice versa. 

At last, if the maximum frequent item sets generated 

from the set of candidate item sets are not empty, the 

size of candidate item set is required, that is length 

of maximum frequent item set. Otherwise, it is 

necessary to continue the previous operation to 

check the next value until maximum frequent item 

sets are not empty. If all the maximum frequent item 

sets are empty, the maximum length of frequent item 

set is one.  

 

Input: the bit vector matrix, Minimum support value 

Output: Maximum Frequent patterns of sensor 

nodes 

  

Process: 

      For each column in the bit vector matrix 

    Calculate number of value one in the current row  

 End for  

 Return max[n] 

           Sort (Max[n]) 

 For each one in the max[n] 

Calculate number of columns with the same number 

of ones  

        If number> minimum support value 

  Generate maximum number of candidate item sets 

from transaction 

        For each item set in candidate item sets 

        Calculate support (item set) 

       If(support(item set)>minimum support count) 

                      Item set is frequent 

    End if 

          End for 
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         End if 

If maximum item sets is not null 

Break; 

End if 

End for. 

 

All the frequent item sets could be 

extracted from all the maximum frequent item sets 

according to the nonempty subsets of frequent item 

sets being still frequent. And the support of each 

frequent item set could be calculated, all the strong 

association rules can be mined from all the frequent 

item sets. 

 

Associated Correlated Frequent Patterns: 

 

 A pattern is called associated pattern if its 

all confidence is greater than equal to given 

minimum support value. In statistical theory 

s1,s2 …..sp independent nodes in wireless sensor 

network. The confidence of each sensor node can be 

calculated by the support  of each node in the 

network. We can calculate the corr confidence more 

than one node and all those confidence values is 

greater than equal to minimum support value, take 

those pattern as associated correlated frequent 

pattern. By calculating confidence of two sensor, 

such as s1 , s2 is as follows. 

 

ρ(s1,s2) = P(s1,s2)-P(s1)P(s2)/ P(s1,s2)+P(s1)P(s2) 

 

Suppose we are calculating more than two nodes of 

confidence we are using the following formula.  

              Ρ= P(s1,s2….sn)-P(s1)P(s2)….P(sn)/ 

P(s1,s2….sn)+P(s1)P(s2)….P(sn)  

 

After calculating confidence take those values and 

compare with minimum support values. The 

confidence of each pattern is greater than equal 

minimum support value take those patterns as 

correlated frequent patterns. This process will apply 

the length of all frequent patterns are completed. By 

performing this process we can get efficient 

correlated frequent patterns from the wireless sensor 

network.  

IV. CONCLUSIONS 

 

In this paper we are proposed an efficient association 

rule mining finding associated correlated frequent 

behavioural patterns from wireless sensor network. 

Our proposed associated correlated bit vector matrix 

for mining behavioural frequent patterns of wireless 

sensor network data.  By implementing this process 

we can scan the entire data once and mine many 

properties is suitable for interactive mining. An 

extensive analysis of associated correlated bit vector 

matrix is finding associated frequent patterns mining 

and out performs the existing algorithm based on 

execution time and memory usage.  
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