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Abstract—Intrusion occurs in the network due to 

redundant and irrelevant data that cause problem in 

network traffic classification. These kinds of data 

slow down the network and create difficulties in 

detecting cyber attacks. Intrusion detection system 

monitors the network for malicious activities. For 
network intrusion detection many data mining and 

machine learning techniques exist in literature but 

their efficiency has always remain a challenge. In 

this paper, various classification techniques of weka 

tool have been studied over a number of datasets 

like KDD cup 99 dataset, NSL KDD dataset and 

Kyoto 2006 dataset which can reflect current 

network stages. KDD cup 99 dataset contains 42 

features and can classify intrusion in five classes, 

NSL KDD is the filtered version of KDD and able to 

classify intrusion in two classes and  Kyoto 2006 

data set contains labels as normal (no attack), attack 
(known attack) and unknown attack which can 

reflect current stages of the network. We have 

analyzed the performance of the classification 

techniques with respect to time and accuracy. 
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I. INTRODUCTION  

Intrusion is a kind of attack that can occur within the 

network or between hosts in an organization or it can 

occur within the organization. Intrusion detection 

falls under the network security management for. 

networks and systems (hosts). For detecting 

intrusions in the networks, it is required to use 

various machine learning techniques.  

These machine learning techniques run various 

algorithms to detect intrusions in the network 

packets. In [8], authors described about the features 

of KDD Cup 99 dataset and also described the traffic 

data it conatins. Likewise, authors in [6] described 

about the features of NSL-KDD and the traffic data 

it contains and also described that NSL KDD has 

removed the redundant records those were available 

in KDD Cup 99. In [18] authors gives detailed 

description of Kyoto 200 dataset and described the 

values used to analyze the classification. 

 

The datasets contains huge amount of network 

traffic data, which has very large size, it has been a 

challenge to detect intrusion in real time. 

However, the current researches say that J48 gives 

accurate results but the time taken by J48 algorithm 

is very high. Likewise, SMO (Sequential minimal 

optimization) also gives accurate results but it also 

takes huge amount of time. 

In [11] authors used SOM-based radial basis 

function (RBF) network for intrusion detection. 

Results aims at optimizing the performance of the 

recognition and classification of novel attacks for 

intrusion detection. 

Authors in [11] applied Swarm Intelligence and Ant 

colony optimisation for intrusion detection and the 

performance was analyzed.   

 

In [13] author compared four machine learning 

algorithms i.e., J48, BayesNet, OneR and Naive 

Bayes (NB) for Intrusion detection and results shows 

that J48gives more accuracy than other thee 

algorithms.  

In [14] author used clustering algorithms- k-means, 

mixture of spherical gaussians, SOM (self 

organizing map) algorithm and investigated multiple 

centroid-based unsupervised clustering algorithms 

for intrusion detection. Results presents a simple and 

effective self-labelling heuristic for detecting attacks 

and normal clusters of network traffic data.  

 

Furher in [15] authors evaluated Least Square 

Support Vector Machine based Intrusion Detection 

System (LSSVM-IDS) using three data sets, namely 

KDD Cup 99, NSL-KDD and Kyoto 2006 dataset. It 

has been observed that LSSVM-IDS achieve better 

accuracy and lower computational cost. Mutual 

Information (MI) is one of the promising measure in 

the realm of variable dependence estimation. In [16], 

a supervised filter-based feature selection algorithm 

has been proposed, namely Flexible Mutual 

Information Feature Selection (FMIFS). 

 

M.A. Ambusaidi et al. [16] worked on unsupervised 

feature selection method for intrusion detection 

based on MIFS (Mutual Information Feature 

Selection) and compared its performance against 

Laplacian score method. The results show that 
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feature selection works better than laplacian score in 

terms of classification accuracy. To demonstrate the 

proposed feature selection algorithms’ efficiency, 

three datasets of intrusion detection have been used 

for assessment and to compare the performance 

against Laplacian score method. These three datasets 

are KDD Cup 99, NSL KDD, Kyoto 2006+ datasets. 

 

Shailendra Sahu et al. [17] used J48 decision tree 

algorithm to classify the network packet that can be 

used for network intrusion detection system and 

results shows that Kyoto 2006 data set can be able to 

detect unknown attacks. For training and testing 

purpose 134665 network instances have been used. 

The rules generated works with correctness of 97.2% 

for detecting the connection. 

Methods proposed in [17] used J48 decision tree 

algorithm to classify the network packet that can be 

used for network intrusion detection system and 

results shows that Kyoto 2006 data set is able to 

detect unknown attacks and J48 classification 

technique is an efficient technique. 

II. OVERVIEW OF CLASSIFICATION TECHNIQUES 

A number of classification techniques are available 

in weka tool. The classification methods which have 

been used in this paper are summarized below-  

1. BayesNet classifier - Bayesian Network [13] is a 

statistical model that represents a set of r variables 

which are random and conditional dependencies 

through a directed graph that is acyclic (DAG).It 

represents a probabilistic relationship and based on 

these relationships it finds out the classes of the 

network traffic coming. Here, nodes represents 

random variables and edges shows conditional 

dependencies. 

 

2. Naive Bayes classifier – Naive bayes are one of a 

probabilistic classifiers based on Bayes’ theorem 

with strong i.e. naive assumptions among the 

features and these assumptions are independent. In 

1960 [16], it was described under a name into the 

text retrieval community. 

 

3. Sequential Minimal Optimization (SMO)- It is used 

in SVM (Support vector machine). It is generally 

used for solving problems related to quadratic 

programming. It is implemented by the [12] 

LibSVM which is a tool used for training of support 

vector machine. It is an iterative algorithm which 

picks the multiplier and continue to optimize them 

until convergence. 

 

4. IBK- It refers to K-nearest neighbor technique.[17] 

It is instance based algorithm and when k=1, this 

means object is simply assigned to single nearest 

neighbor class. 

 

5. J48- It is C4.5 decision tree based algorithm [13]. It 

is developed as an extension of ID3 algorithm [13] 

of Ross Quinlan. It is also referred as a statistical 

classifier and It has ranking #1 in top 10 Data 

mining algorithms [7]. It is an open source java 

implementation algorithm available in weka. 

 

6. Random Forest- It is decision tree based algorithm. 

[18] It is operated by constructing a multitude of 

decision trees during training time and output is the 

class that classify. In terms of intrusion detection, 

the class is anomaly and normal in which anomaly 

refers to an attack. 

III.  OVERVIEW OF BENCHMARK DATASETS 

Currently, there are only few number of datasets 

available publicly for evaluation of intrusion 

detection. The brief description of these dataset is 

given in the Table 1 below. 

TABLE I : DATASETS USED FOR INTRUSION 

DETECTION 

Dataset 

Name 

Attributes Sample 

Traffic 

Data 

Classes 

can be 

identified 

KDD 

Cup 99 

[10] 

42 More 

than 

100,000 

5 

NSL 

KDD 

[14] 

42 More 

than 

100,000 

2 

Kyoto 

2006 

[18] 

24 More 

than 

200,000 

3 

 
The most popular dataset is KDD cup99 dataset, it is 

widely used to evaluate the performance of the 

Intrusion detection systems [15]. It contains 10% 

training data with approximate five million data 

connection records and it contains test data with 

approximate two millions data connection records. 

KDD is able to identify five classes one as normal 

and remaining four as different types of attacks 

(DOS, Probe, U2R, R2L). 

The second dataset used is NSL KDD which is a 

revised version of KDD cup 99 dataset. KDD cup 99 

dataset contains large amount of redundant records 
which are filtered out in NSL KDD dataset. It 

contains approximately 126,000 and 22,600 training 

and test connections respectively. It can be classified 

into two classes anomaly and normal. 

The third dataset used is Kyoto 2006 dataset. This 

dataset covers over three years of real traffic data 

collected from honeypots [6] and regular servers that 

are deployed at Kyoto University. It consists of 

approximately 50,000,000 normal sessions, more 
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than 40,000,000 attack sessions and more than 

420,000 sessions that were unknown attacks. Each 

connection in this dataset contains 24 features. For 

our experiments, we have taken samples of data of 

the 2006 November 01,02,03,04 days. 

IV.  EXPERIMENTAL RESULTS AND ANALYSIS 

To demonstrate the performance effectiveness of 

each classification algorithm, it has been executed 

for each dataset for fifteen iterations. Number of 

iteration used are based on the statistics available in 

the literature. On each iteration, the time parameter 

required to build each model of the algorithm taken. 

If the algorithm has to build 10 models then 10 

multiply by time to build one model will be the total 

time.  

 

 
Fig 1 : Execution time in seconds of different 

classifiers for KDD Cup 99 for iterations (Run 1- 

Run 6) 

 

 
 

Fig 2 : Execution time in seconds of different 

classifiers for KDD Cup 99 for iterations (Run 7- 

Run 15) 

 
The table shown below i.e. Table II is showing min, 

mean and standard deviation calculated by time in 

seconds taken by each iteration on each algorithm on 

KDD cup 99 dataset. Also Correctly classified 

instances represents the percentage of correct 

classifications. 

 

 

TABLE II : PERFORMANCE ANALYSIS FOR KDD 

CUP 99 DATASET USING DIFFERENT CLASSIFIERS 

 

Algorithm  Min Mean Standard 

Deviation 

Correctly 

classified 

instances 

Naive 

Bayes 

4 21.398 38.59044 92.78% 

Bayes Net 24.02 51.99933 97.56301 99.67% 

SMO 58.58 677.1787 122.4577 99.92% 

IBK 0.11 0.800667 1.521289 99.11% 

J48 102.89 116.8127 30.83659 99.96% 

Random 
Forest 

419.38 471.484 104.2069 99.87% 

 

 
Fig 3 : Execution time in seconds of different 

classifiers for NSL KDD for iterations (Run 1-

Run 6) 

 

 
 

Fig 4 : Execution time in seconds of different 

classifiers for NSL KDD for iterations (Run 7-

Run 15) 

 

The table shown below i.e. Table III is showing min, 
mean and standard deviation calculated by time in 

seconds taken by each iteration on each algorithm on 

NSL KDD dataset. Also Correctly classified 

instances represents the percentage of correct 

classifications. 
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TABLE III : Performance Analysis for NSL KDD 

Dataset using different classifiers 

 

Algorithm  Min Mean Standar

d 

Deviatio

n 

Correctly 

classified 

instances 

Naive 
Bayes 

1.25 1.3993
33 

0.167821 90.38% 

Bayes Net 8.24 8.8113

33 

0.376067 97.17% 

SMO 1989.5

4 

2427.3

75 

434.5332 98.43% 

IBK 0.09 0.1526

67 

0.027115 99.74% 

J48 48.8 50.322

67 

3.243551 99.78% 

Random 

Forest 

134.73 135.38

13 

0.44089 99.92% 

 

 
 

Fig 5 : Execution time in seconds of different 

classifiers for Kyoto 2006 for iterations (Run 1-

Run 6) 

 
 

Fig 5 : Execution time in seconds of different 

classifiers for Kyoto 2006 for iterations (Run 7-

Run 15) 

The table shown below i.e. Table IV is showing min, 

mean and standard deviation calculated by time in 

seconds taken by each iteration on each algorithm on 

Kyoto 2006 dataset. Also Correctly classified 
instances represents the percentage of correct 

classifications. 

 

 

 

TABLE IV: Performance Analysis for Kyoto 

2006 Dataset using different classifiers 

 

Algorithm  Min Mean Standard 

Deviation 

Correctly 

classified 

instances 

Naive 

Bayes 

1.03 2.882 2.551602 94.11% 

Bayes Net 6.96 7.288667 0.359561 97.26% 

SMO 2177.45 2655.793 364.9395 98.55% 

IBK 0.06 0.413333 0.952393 99.46% 

J48 22.29 22.72133 0.422237 99.98% 

Random 
Forest 

248.89 606.938 210.7887 99.23% 

 

In the above results, it is shown that these popular 

algorithms are able to find out more than 90% of 

correctly classified instances and correspondingly 

we have shown the min time taken by the algorithm. 

V. CONCLUSION 

In recent studies, it has been shown that all the 

classifiers are efficient in terms of results however In 

our research, we have shown the efficiency of the 

classifiers in terms of accurate results and execution 

time also. It has been concluded in this paper that 
IBK (Instance based K-nearest neighbor) 

classification technique takes minimum deviation in 

terms of execution time and also it is able to achieve 

better results approximately 99% with all three 

datasets i.e. KDD Cup 99, NSL KDD and Kyoto 

2006. 
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