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ABSTRACT- The aim of this paper is to design 

and analysis of low pass FIR filter is used for 

comparison of different types of learning algorithm 

artificial neural network. A low pass FIR filter is 

design by using hamming window method with the 

help of FDA Toolbox in MATLAB. Hamming 

window is used in this proposed work for achieving 

minimize the maximum side lobe of signal. It is an 

optimized Windows method. The five different 

algorithm of artificial neural network namely 

generalized regression method, radial basis 

function, radial basis exact, linear layer and feed 

forward back propagation are used for 

comparison. Simulation result of a different 

artificial neural network has achieved general 

regression method with the best performance has 

compare to radial basis function, radial basis 

exact, linear layer and feed forward back 

propagation method. 

Keywords: - Liner Layer, FIR Filter, ANN, GRNN, 

RBF, RBE, BPNN. 

I. INTRODUCTION 

A filter is a network that selectively changes phase 

frequency and amplitude frequency of a signal in 

systematic way. 

Digital filter design method are utilised to eliminate 

redundant spectral content from the signal [1]. 

Digital filter are two types depending upon 

response behaviour named as finite impulse 

response (FIR) and infinite impulse response (IIR). 

The IIR filter or Digital counterpart to analog filter 

such a filter as internal feedback and may continue 

to respond indefinitely. FIR digital filter may 

remove signal element from a signal that contained 

various signal component concentrated at a 

different frequency [2]. FIR filter are having 

impulse response of finite duration because in this 

signal adjust to zero in finite duration. In particular 

to convert and ideal impulse response of finite 

duration Like a sine function to a finite impulse 

response duration [3].The FIR filter also named as 

non recursion recursive digital filter because FIR 

filter do not have feedback mechanism however it 

is used the recursive algorithm for FIR filter 

realisation [4]. According to [5] Window method is 

suitable for designing of FIR filter before artificial 

neural network (ANN), as it gives optimal design 

better than other method. There are various other 

design method to design filter such as neural 

network, genetic algorithm [6], practical Swarm 

Optimization [7], radial basis function 

[8,9].Genetic Algorithm (GA), being the veteran 

member of  the family, is being used for a long 

time particularly in the field of filter design [10-

12]. GSA as implemented for the generation of 

optimal coefficients of FIR LP filter design 

problem is given in [13-14]. Hamming window 

method is used to compute the filter Coefficient to 

prepare data set the main advantage of hamming 

Window is the window is optimised to minimize 

the maximum (nearest) side lobe, giving it a height 

of about one fifth that of other window. 

Window function is express below 

W (n) = a-b Cos (
2𝜋𝑛

𝑁−1
)    ...………..(1)        

a = 0.54,  b = 1-a= 0.45         ………….(2) 

 

II. Artificial neural network (ANN) 

An artificial neuron is a fundamentally an 

Engineering technique of biological neuron. It have 

device with many Input and one output, Artificial 

neural network consists of large number of simple 

processing component that are linked with each 

other and there also [15-16]. A General artificial 

neural network has multiple input, weigh related 

with each input a threshold that determine if the 

neuron should fire, and activation function that 

calculate the output and mode of the operation the 

structure of a neural network has a three type of 

layer that are interconnected: input layer, one or 

more hidden layer and output layer [17-18]. There 

are several algorithms that can be used to train and 

artificial neural network namely: back propagation: 

radial basis function: general regression neural 

network, Linear Layer and radial basis exact 

function etc. 

The back propagation is the simplest but it has 

major drawback that it can take large number of 

iteration to converge to the appropriate solution 

[19]. 
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In radial basis function (RBF) network the hidden 

neuron calculate radial basis function of the input, 

which are identical to Kernel function in kernel 

regression [20]. Specht has Popularized kernel 

regression which we call a General regression 

neural network [21]. General regression neural 

network is a variation of radial basis function 

network that is based on the Nadarayawatson 

kernel regression, the main features of GRNN are 

the fast training time and it can also model 

nonlinear function [22]. Linear network like the 

Perceptron, can only solve linearly separable 

problem the Perceptron learning rule, the least 

mean square (LMS) algorithm is an the example of 

supervisor training, radial basis exact function can 

be used to approximate function. High correlation 

was found between training and validation data, 

indicating that the developed radial basis artificial 

neural network model. 

III. Proposed Neural Network Model 

In propose model we are designing a high pass FIR 

filter using different Orders and window technique 

with the help of FDA tool in MATLAB. The 

window technique is used in hamming window. 

Neural network model of low pass FIR filter input 

are normalized cut off frequency that varies 

between 0 to 1 Hz first and scale value a constant 

value equal to 10. In above model all of five 

artificial neural network are used to find out output 

of network namely by GRNN, RBF, RBE, linear 

layer and feed forward back Propagation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Step 1:- Use FDA Tool box in MATLAB to 

Generate Hamming window of size h 

Step 2:- Design FIR filter using the FDA tool box 

& hamming window:  

Step 3:- Use Input of FIR Filter  

a) Design GRNN 

b) Design RBF 

c) Design RBE 

d) Design Linear Layer 

e) Design BPNN 

In GRNN transfer function of hidden layer is radial 

basis function. 

 𝑦𝑖 =
 𝑦𝑖 ∗exp − 𝐷 (𝑥−𝑥𝑖 )𝑛
𝑖=1

 exp − 𝐷 (𝑥−𝑥𝑖 )𝑛
𝑖=1

 ……………(3) 

            D (x- xi) =  (
𝑥𝑖−𝑥𝑖𝑘

𝜎
 )𝑚

𝑘=1  …………....(4) 

Step 4:- Display the Frequency Response & MSE 

IV.   RESULT 

The code has been implemented in MATLAB. In 

this paper ten value of filter coefficient is used for 

analysis and testing of the trained network. This 

result is obtained by using FDA tool of MATLAB 

with the help of Hamming window. Also, ANN is 

used to design low pass FIR filter. Comparison of 

these five type of artificial neural network RBF, 

RBE, GRNN, Linear Layer and BPNN.GRNN 

result show that designing of low pass FIR filter 

gives 100% result accuracy. 

 

  

Fig. 1: general structure of neural network 

Fig. 2: Neural Network Training  
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TABLE I. The results being obtained are against values of hamming windows from h(1) 

to h(10) and filter coefficient according to the table. 

Error graph between magnitude response versus 

normalized frequency. Shown in: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                                                                                                                                                                                    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

h(n)filter 

Coefficient 

Hamming 

Window 

Mean Square Error 

GRNN RBF RBE 
Linear Layer 

(LMS) 
BPNN 

h(1) 0.10 0 1.08E-34 1.08E-34 0 0 

h(2) 0.25 0 1.68E-33 1.68E-33 1.26E-33 7.60E-14 

h(3) 0.40 0 5.00E-32 5.00E-32 4.43E-33 2.08E-19 

h(4) 0.45 0 3.08E-33 3.08E-33 7.55E-33 0.011095925 

h(5) 0.60 0 7.30E-31 7.30E-31 1.79E-32 0.018748385 

h(6) 0.65 0 2.19E-28 3.18E-28 1.44E-32 0.000217713 

h(7) 0.70 0 2.80E-27 2.80E-27 2.87E-32 0.008069335 

h(8) 0.75 0 4.71E-26 3.96E-26 2.83E-32 1.70E-22 

h(9) 0.80 0 2.10E-26 2.80E-26 1.80E-33 0.956463799 

h(10) 0.85 0 1.21E-20 1.67E-20 1.34E-06 0.419069094 

Fig. 3 h(1) and coefficient 0.10. the error in 

GRNN, RBF, RBE,BPNN, Linear Layer. 

 

Fig. 4 h(2) and coefficient 0.25. the error in 

GRNN, RBF, RBE,BPNN, Linear Layer. 

 

Fig. 5 h(3) and coefficient 0.40. the error in 

GRNN, RBF, RBE,BPNN, Linear Layer. 

 

Fig. 6 h(4) and coefficient 0.45. the error in 

GRNN, RBF, RBE,BPNN, Linear Layer. 

 

Fig. 7 h(5) and coefficient 0.60. the error in 

GRNN, RBF, RBE,BPNN, Linear Layer. 

 

Fig. 8 h(6) and coefficient 0.65. the error in GRNN, 

RBF, RBE,BPNN, Linear Layer. 

 

http://www.ijettjournal.org/


International Journal of Engineering Trends and Technology (IJETT) – Volume 50 Number 1 August 2017 

ISSN: 2231-5381                              http://www.ijettjournal.org                                Page 61 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

V. CONCLUSION 

Artificial neural network is better and easy method 

of design of low pass FIR filter. Also, using 

window method the filter can be design but for 

each unknown parameter the filter coefficients have 

to calculated. In comparison of five type of 

artificial neural network namely RBF, GRNN, 

RBF,RBE, and BPNN, GRNN is found to be easy, 

fast and most accurate method to design low pass 

FIR filter one train properly the error between 

GRNN calculated filter coefficient is 100% 

validates the proposed model 
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