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Abstract  

For the evaluation of the implantation 

potential of IVF early embryos, it is necessary to 

culture the in vitro cultured embryos to the cleavage 

stage with morphological characteristics. Shortening 

the culture time of embryos in vitro is important and 

difficult in IVF technology, because embryos with 

shorter developmental time do not have 

morphological features, and clinicians cannot 

evaluate embryo quality from embryonic images. The 

most basic feature that can be obtained from the 

embryo images is texture information. This study uses 

two features commonly used in texture features:  

Local Binary Pattern (LBP) and Gray Level Co-

occurrence Matrix (GLCM) as indicators for 

evaluating the implantation potential of IVF early 

embryos. In this study, the early embryo images with 

a developmental duration of only 2 h are used. 

Support Vector Machines (SVM) are used for pattern 

recognition of embryo images. After finding the best 

feature combination by feature selection method, all 

data is divided into training set and test set. The 

training set is used to build the model, and the test set 

verifies the robustness of the model. The accuracy of 

the ten-fold cross-validation of all samples under the 

best feature combination is reaches 84.72%, the 

accuracy of the test set is reaches 77.67%, and the 

AUC value is 0.78. 
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I. INTRODUCTION 
 

       Research shows that infertility in recent years has 

shown a trend of increasing year by year, especially 

in Western countries, which has a huge impact on 

families and patients [1]. With the birth of in vitro 

fertilization-embryo transfer (IVF-ET), assisted 

reproductive technology (ART) has been widely used 

in the treatment of infertility, and has become the 

most effective method to treat infertility. 

Embryo quality is an important factor in 

determining the success of IVF-ET. In order to 

improve the success rate of embryo implantation, it is 

necessary to evaluate the implantation potential of 

early embryos before transferring embryos into the  

 

 

uterus. At present, the method of the evaluation is 

mainly through the morphological analysis of the D3-

day cleavage embryo medical image [2], including 

cleavage rate, cell number of the cleavage embryo, 

degree of the embryo fragmentation, homogeneity of 

the cleavage embryos and whether it contains 

vacuoles, etc. [3] [4]. During the development of 

fertilized eggs into morphologically characterized 

cleavage embryo, many factors can influence the 

development of embryos. For example, there are 

differences between the environment of embryos 

cultured in vitro and the complex physiological 

environment of a human female uterus, and the 

influence of illumination brought by the micro-

imaging instrument, etc. If the time of embryo 

cultured in vitro can be shortened, these adverse 

effects can be reduced. 

However, embryos with short development time do 

not have morphological features and cannot assess 

their implantation potential. Therefore, it is possible 

to consider extracting texture features as a basis for 

their implantation. Texture feature is a visual feature 

that does not depend on color or brightness and 

reflects homogeneity in the image. It is an intrinsic 

property [5]. Texture analysis is an indispensable part 

of the field of computer vision and pattern 

recognition. Local Binary Pattern (LBP) and Gray 

Level Co-occurrence Matric (GLCM) are two 

common algorithms in the field of image pattern 

recognition [6] [7] [8], and both belong to statistical 

analysis methods in texture analysis. The advantage 

of GLCM algorithm is that it can reflect the spatial 

gray level of the image well. The LBP algorithm has 

a significant effect on classification, and has good 

application value in the field of medical image [9] 

and face recognition [10]. 
 

II. MATERIAL 
 

     The early embryos used in the experiment are 

cultured to D5 days in a suitable gas environment and 

medium. During the culture process, the embryos are 

photographed once every 15 minutes to record the 

development situation. In order to highlight the 

classification effect of texture features in pattern 

recognition, we deliberately selected embryo images 

with no morphological features and development time 
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of only 2h as experimental subjects. There are three 

types of embryo images, which are implantation, non-

implantation, and poor quality. Among them, the 

embryos with poor quality are often poorly developed 

or abnormal in morphology, and their development is 

not synchronized. It is considered that they are not 

transplantable from a clinical perspective. Therefore, 

all samples are divided into two categories: 

implantation (recorded as category 1) and non-

implantation (recorded as category 0). The total 

number of samples is 206, of which 95 are in 

Category 1 and 111 are in category 0. The original 

size of images is 960*1280 pixels, as shown in fig. 1. 

 
Fig. 1. Early embryonic images of IVF 

III. METHOD 
 

    The main process of image pattern recognition is 

shown in fig. 2. All samples are randomly divided 

into training set and test set. The training set is used 

to build the model, and the test set is used to test the 

robustness of the model. When only the effective 

discrimination of the verification feature is considered, 

the means of all data cross-validation can also be 

employed. In this study, combined with feature 

selection method, all data are cross-validated to select 

the best combination of features. 
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Fig. 2. Flowchart of Image Pattern Recognition 

A. Image Pre-processing  

      In the process of image pattern recognition, the 

images pre-processing step is important. The useless 

background generates redundant information, which 

has an effect on the extraction of features. There is a 

large amount of useless background in the original 

image, it is necessary to remove the background and 

preserve the area of the embryo, even if part of the 

image information is lost. Removing the background 

will make the texture information more concentrated. 

The new format image pixel size is 511*511, as 

shown in fig. 3. Regarding whether the classification 

quality can be improved after removing the 

background, this study conducted a comparative 

experiment. In the process of experiment, we find that 

the classification effect of the new images is better 

than the original image. Therefore, we use the images 
without background as the input of the classification 

model. 

background 

removal

 
Fig. 3. Original image cut out useless background 

B. LBP  feature extraction 

      The LBP algorithm is originally proposed by 

T. Ojala et al. [11]. The core of the LBP algorithm is 

to set the gray value of the central pixel point as the 

threshold, and compare the gray value of the 

neighbourhood pixels point with this threshold: the 

pixel point whose gray value is greater than the 

threshold is set to 1, otherwise set to 0. After the 

thresholding operation, the LBP operator can be 

obtained: 
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In the above formula, 
c

g and
p

g  respectively 

represent the gray value of the central pixel point 

( , )
c c

X Y and the neighbourhood pixel point P. Taking 

a 3*3 window as an example, the calculation process 

of a square LBP operator with 8 neighbourhood and 1 

radius is shown in fig. 4. The gray value of the central 

pixel is 87. The above value are compared with the 

gray values of the surrounding pixels point 63, 170, 

32, 163, 52, 82, 140 and 110. The binary set are 

obtained after the threshold operation as shown in fig. 

4 (b). With the arrangement of the counter clockwise 

order, a set of 8-bit unsigned binary numbers 

10110010 can be obtained, and then converted into a 

decimal number, which is the LBP operator, 

LBP=178. 
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Fig. 4. The calculation process of a square LBP operator 

with 8 neighbourhoods and 1 radius 

 

The basic LBP operator has a fixed radius, so it 

can only cover a small range of pixel areas. What’s 

more, the basic LBP operator is powerless when 

faced with the textures of different sizes and 

frequencies. In order to meet the needs of more scales, 

T.Ojala improved the basic LBP algorithm [12], 

extended the 3*3 neighbourhood range to an arbitrary 

range, and replaced the square neighbourhood with a 

circular neighbourhood. The expanded algorithm can 

artificially set the radius and the neighbourhood 

properties, and can exist in multiple pixels point in 

the range of radius R. For example, when the radius R 

and the number of pixels point P take different values, 

the situation is shown in fig. 5 (a) - (d). 

R=1，P=4

a b

R=1.5，P=12  

R=2，P=16

c
R=3，P=24

d

 
Fig. 5. The LBP operator under different values of R 

and P. 

 

    When the values of R and P are too small, the 

segmentation accuracy decreases, which affects the 

subsequent classification quality. However, when the 

values of R and P are too large, the number of binary 

modes increases sharply. For example, there are 2
P  

binary modes for P pixels point in the neighbourhood 

with radius R, which will sparse the statistical 

histogram of LBP pattern. In order to solve this 

problem, T.Ojala et al. also proposed the LBP 

"equivalent mode". The equivalent mode can 

effectively reduce the dimension of the binary pattern. 

T.Ojala believes that most LBP operators contain up 

to two changes of 1→0 or 0→1. Therefore, the 

equivalent mode is defined as: when the cyclic binary 

number corresponding to a LBP operator jumps from 

0 to 1 or from 1 to 0 at most twice, the corresponding 

binary pattern of the LBP operator can be considered 

as an equivalent mode, such as “11111111”, 

“11111100”, “00111100”. The number of binary 

mode types is greatly reduced from the previous 2
P  

to * ( 1) 2P P    under the equivalent mode. 

When the image rotates, the value of LBP 

operator under the equivalent mode will change. 
Therefore, Pietikinen et al. extended the LBP operator 

and proposed an LBP operator with rotation 

invariance [13]. That is, the circular neighbourhood is 

continuously rotated to obtain a series of initially 

defined LBP values, and the minimum value is taken 

as the LBP value of the neighbourhood. The rotation 

change not only makes the LBP operator have 

rotation invariance, but also plays a role in 

dimensionality reduction. 
 

C. GLCM  feature extraction 

      In 1973, Haralick et al. proposed the use of 

Gray Level Co-occurrence Matrices to describe 

texture features [14]. There is a grayscale relationship 

between two pixel points in an image at a certain 

distance, that is, spatial correlation characteristics. 

The basic idea of GLCM is to describe texture 

features by analysing the spatial correlation 

characteristics. The definition of GLCM is: if the size 

of an image is *m n , ( , )f x y  represents the gray 

value at pixel point ( , )x y , 
1 1

( , )x y and
2 2

( , )x y  are 

point pairs in the image with a distance d  and an 

angle  , the gray values of two pixels are denoted 

respectively as 
1 1

( , )f x y i  and 
2 2

( , )f x y j . 

( , ; , )P i j d   is used to indicate the probability of the 

similar pixels points appearing in the image. The 

mathematical expression is: 

 1 1 2 2 1 1
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2 2
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Where # ( )x  denotes the number of elements in 

the set x . By changing d  and , the pairs of pixels 

point in different spatial positions can be counted. 

GLCM contains many kinds of texture features. In 

this study, four features are selected, namely Energy, 

Correlation, Contrast and Homogeneity. Their 

mathematical expressions are as follows: 
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D. Support vector machine and K-fold cross 

validation 

       Support Vector Machines based on statistical 

learning theory has great advantages in solving small 
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sample, nonlinear and high-dimensional classification 

problems [15]. Therefore, SVM plays an important 

role in machine learning and pattern recognition. This 

paper uses the LIBSVM toolbox [16] proposed by Lin 

et al. and the Radial Basis Function (RBF) is chosen 

for the kernel function type. 

The K-fold Cross Validation (K-fold Cross 

Validation) method is used to find the appropriate 

SVM parameters, penalty parameter "c" and RBF 

width parameter "g". The sample data is divided into 

K subsets, each subset is used as training set to train 

the model, and the remaining subset is used as test set 

to test the recognition accuracy of the model. 

Continuously rotate the test set, and finally output the 

average of all test accuracy as the basis for selecting 

"c" and "g". The value of K is usually 10.     In 

general, accuracy is not the only criterion, the smaller 

the "c" and "g", the more you can avoid the 

overfitting situation. Too small may also lead the 

problem of under fitting, which will also affect the 

generalization ability of the model. 
 

IV. RESULT 
 

A. 10-fold cross validation results  

          In the process of using SVM for 

classification, in addition to selecting the appropriate 

SVM parameters, it is also important to screen out the 

valuable features. At the same time of 10-fold cross 

validation of feature data, the feature selection 

method can be used synchronously to find the best 

feature combination. In this paper, a sequential 

forward method with less computational complexity 

is used to select features. Sequential forward method 

is a bottom-up feature selection method. Its main idea 

is to select a feature from a feature set that has never 

been selected, so that when the chosen feature is 

combined with the selected feature, the classification 

accuracy can reach the maximum until the selected 

feature dimension reaches the pre-set value [17]. 

For the LBP features used in this study, we 

change the values of R and P, and extract rotationally 

invariant features separately under different values of 

R and P. The value of R ranges from 1 to 5, and the 

value of P ranges from 4 to 16. On the other hand, the 

GLCM features selected in this study are as follows: 

1. Energy of GLCM feature with   of 0, 45, 90, 

135, d =1 

2. Correlation of GLCM feature with   of 0, 45, 

90, 135, d =1 

3. Contrast of GLCM feature with   of 0, 45, 90, 

135, d =1 

4. Homogeneity of GLCM feature with   of 0, 

45, 90, 135, d =1 

For the LBP features, we record several 

combinations of features and results with the high 

accuracy of 10-fold cross-validation in the case of 

different values of R and P. After the features 

screening, the accuracy of 10-fold cross-validation is 

up to 84.72%, the best features combination and SVM 

parameters are shown in Table 1; Similarly, several 

best results under the GLCM features are also 

recorded, as shown in Table 2, the accuracy of 10-

fold cross-validation is up to 65.05%. Finally, we 

combine the LBP features with the GLCM features 

for better results and record several best results as 

shown in Table 3, the best accuracy reaches 73.79%. 

 
10-FOLD CROSS-VALIDATION RESULT of LBP 

FEATURES 

Parameters of the 

features 
Accuracy 

R=4,P=12,rotationally 

invariant features 84.72% 

R=4,P=19,rotationally 

invariant features 76.69% 

R=4,P=16,rotationally 

invariant features 75.73% 

R=4,P=9, no rotation 

features 65.53% 

Table 1 
 

10-FOLD CROSS-VALIDATION RESULT of GLCM 

FEATURES 

Parameters of the 

features 
Accuracy 

Contrast 64.07% 

Correlation 63.21% 

Energy 65.05% 

Homogeneity 61.17% 

Contrast+ Correlation 

+ Energy+ Homogeneity 59.71% 

Table 2 

 
10-FOLD CROSS-VALIDATION RESULT of LBP 

FEATURES COMBINED WITH GLCM FEATURES 

Parameters of  

the features 
Accuracy 

R=4,P=12,rotationally invariant 

features with Contrast feature 
72.64% 

R=4,P=12,rotationally invariant 

features with Correlation feature 73.79% 

R=4,P=12,rotationally invariant 

features with Energy feature 70.39% 

R=4,P=12,rotationally invariant 

features with Homogeneity feature 72.82% 

Table 3 

B. Test set accuracy 

          In order to further verify the classification 

effect of texture features, all samples are divided into 

training set and test set according to the ratio of 1:1, 
and there are 103 cases in training set and test set 

respectively. In the training set, there are 47 samples 

in class 1, 56 samples in class 0. In the test set, there 

are 48 samples in class 1 and 55 samples in class 0. 
The training set and the combination of features with 

the highest 10-fold cross-accuracy in Tables 1, 2 and 

3 are selected to establish the model. Then the 

robustness of the model is verified by the test set. The 

accuracy of the test set reaches 77.67% (80/103), and 

the AUC value is 0.78. The ROC curve is shown in 

the fig. 6. 

http://www.baidu.com/link?url=IJsFQ7z54Q0CG0uvnDLvEglGmvtKB8WXTTs2XTtNpuoG0TkUq1k6_xESxZLwLegEMPmeRG4KYkrQ-00Tdtk8Z7VFlRTmDxl06kEi5L3Vlua
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Fig. 6.  Receiver Operating Characteristic Curves 

V. DISCUSSION 
 

       It can be seen from the Table 1 that the LBP 

features have a good classification effect, and the 

SVM parameters “c” and “g” do not make the model 

overfitting. Comparing the results of Table 1 and 

Table 2, it can be concluded that the classification 

quality of the LBP features is better than the GLCM 

features. From the results in Table 3, the 

classification effect of the model is worse after the 

combination of LBP and GLCM features, perhaps 

because the interaction between the two types of 

texture features is offset. 

It can be concluded  that the LBP feature and the 

GLCM feature can be used as indicators for 

evaluating the implantation potential of the embryo, 

and the evaluation model established by the texture 

feature also has a good effect in the prediction, which 

is incomparable by other features including the 

morphological feature. However, it is still too early to 

apply this method directly to the clinic because there 

is some contingency in dividing the test set and the 

training set. In future studies, texture features can also 

be applied to embryo images at different 

developmental stages. It is possible to establish a 

characteristics spectrum of implantation potential. By 

querying the features spectrum, we can learn which 

texture features the early embryo image should 

correspond to. If the implantation potential of the 

embryo can be assessed earlier, it can reduce the cost 

of the embryo cultivation and reduce the cultivation 

time, which has a positive significance for patients. 
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