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Abstract— The semantic gap problem and the performance 
accuracy issues in a Content Based Image Retrieval System 
(CBIR) can be efficiently overcome by the Relevance Feedback 
mechanism. Based on this feedback the CBIR system modifies its 
retrieval mechanism in an attempt to return the desirable output. 
In designing a Relevance Feedback (RF) mechanism a number of 
design requirements have to be considered that helps the CBIR 
system to function efficiently. In this paper the different RF 
techniques will be analysed by their performance and will throw 
light on the latest feedback algorithms and their related issues. 
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I. INTRODUCTION 

 
CBIR performs image retrieval based on actual 

contents of the image rather than metadata such as 
keywords, tags and descriptors associated with the 
image. The advancements in image acquisition have 
resulted in tremendous growth in image databases. 
Content Based Image Retrieval makes use of the 
visual contents of an image such as colour, shape, 
texture and spatial layout to represent and index the 
image. 

 
1) As the first step the visual contents of the 

images in the database are extracted and 
described by multi-dimensional feature 
database. To retrieve images, users provide 
the retrieval system with example images or 
sketched images. The system then changes 
these examples into the internal 
representation of feature vectors. This is 
called feature extraction. 
 

2) The called classification matches using 
similarities / distances between the feature 

vectors of the query example or sketch and 
those of the images in the database.  
 

3) Using the similarities / distances the 
appropriate image is mined and retrieved with 
the aid of an indexing scheme. Relevance 
Feedback (RF) has been used to modify the 
retrieval process and generate more 
meaningful results [1]. Fig.1 shows a typical 
CBIR system with relevance feedback. 
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Fig 1: A Typical CBIR System with RF 

      
This paper is presented as follows. In section II 

the Relevance Feedback mechanism is discussed. In 
section III the current state of art on RF in CBIR 
and the various RF approaches and their related 
issues are discussed.  Section IV discusses the 
evolution of Relevance Feedback techniques in the 
recent years with their advantages and limitations. 
Section V gives a table of comparison of the recent 
Relevance Feedback techniques. Section VI 
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concentrates on the challenges, current trends and 
issues in RF. Finally conclusion is presented in 
section VII. 

II. RELEVANCE FEEDBACK 

 
The notion of “similar” in the mind of the user 

may fluctuate depending on the query, the history of 
retrievals observed, and the user. If there is a 
significant discrepancy between the similarity as 
calculated by the system and the notion of 
similarity in the user’s mind, the results are destined 
to be unsatisfactory. This problem has served as the 
impetus for what is known as “Relevance 
Feedback” (RF).  

 
Relevance feedback retrieval systems prompt the 

user for feedback on retrieval results and then use 
this feedback on subsequent retrievals with the goal 
of increasing retrieval performance. A typical user-
system session is as follows. A user presents an 
image query to the system whereupon the system 
retrieves a fixed number of images using a default 
similarity metric. The user then rates each returned 
result with respect to how useful the result is for his 
or her retrieval task at hand. Ratings may be simply 
“relevant” or “not relevant” or may have finer 
gradations of relevancy such as “somewhat 
relevant,” “not sure,” and “somewhat irrelevant.” 
The relevance feedback algorithm uses this 
feedback information to select another set of images. 
Whether the new and previous sets are disjoint 
depends on the particular system. The system’s goal 
is to effectively infer which images in the database 
are of interest to the user based on this feedback. 
The user could then rate these images in the second 
set in a similar way and the process may iterate 
indefinitely in this closed-loop fashion. 

 
A relevance feedback retrieval system has a 

number of design requirements that allow the 
system to function in an efficient online manner. 
 

 After each iteration, when a set of images 
are retrieved, the system must require a 
reasonable amount of feedback. If the user 
needs to labour over providing feedback for 
numerous images after each and every 

iteration, they will tire soon and not be 
satisfied with the process. 
 

 The system must produce acceptable results 
after only a few iterations. If large numbers 
of iterations are required, the user will also 
tire. 
 

 Feature extraction should be completed in a 
short period of time to prevent user 
frustration [3]. 
 

 Also these low level features extracted and 
their semantic meanings may differ thus 
forming a gap known as the “Semantic Gap”.  
This problem is an important factor that 
affects the performance of RF in CBIR. 

  
A wide variety of RF algorithms have been 

developed in the recent years with an effort to 
reduce this semantic gap and thus improving the 
performance of CBIR systems. 

 

III.  APPROACHES IN RELEVANCE FEEDBACK 

 
These approaches explain how a CBIR system 

learns from feedback provided by the user. This 
learning technique used in CBIR systems fall into 
the category of either Short-Term Learning or 
Long-Term Learning. 
 
A. Short-Term Learning Approach (STL): 
 

Short- term learning is memory-less and aims to 
improve the retrieval performance and efficiency of 
current query session [5]. In STL approach the 
learning algorithm uses the feedback only from the 
current search session using the image features as 
the primary source of data. Finding the best 
combination of image features that represents the 
users query is the main challenge in this approach.  
These optimum set of features includes the features 
that can give the similarities between positive 
images. Or can include features that discriminate 
positive examples from negative ones. The classical 
machine learning algorithms widely used in short-
term learning include Support Vector Machine 
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(SVM), Bayesian learning, boosting, feature 
weighting, discriminant analysis and so on. 

 
Limitations: However the STL approach has the 
following limitations. 

 The size of the training set is smaller 
than the  dimension of feature space 

 There is too much imbalance between the 
users feedback 

 Since the process of learning is online, it 
consumes a lot of real time [6]. 
 

B. Long-Term Learning Approach (LTL): 
 

In contrast with short-term learning, in which the 
state of the retrieval system has to be reset after 
every session, long-term learning approaches are 
designed to use the information gathered during 
previous sessions aiming to improve the retrieval 
results in future sessions. Long-term learning is also 
frequently referred to as collaborative filtering. The 
most popular approach in LTL is to refer inter 
relationships between images by analysing 
feedback logs that contain all the feedback given by 
users over time. With the help of this feedback logs 
a semantic space can be learned containing the 
relationships between the images and one or more 
classes obtained by applying factorization or 
clustering techniques. The early LTL approaches 
were mostly built only a static relevance models 
without the scope of updation, whereas the recent 
trend is to continuously update the model after 
receiving new feedback. [7]. A matrix stores the 
feedback labels provided by user for each image in 
every iteration. As the size of the matrix is large, 
statistical models and approaches such as Principal 
component analysis (PCA) and Latent Semantic 
Analysis (LSA) can be applied to increase the 
efficiency in LTL approaches.   

 
Limitations:  The limitations can be summarized as 
follows 
 

 This approach has been found unsuitable for 
applications that frequently add and remove 
images. 
 

 This approach requires huge memory and 
computation to extend the knowledge across 
images as it strongly depends on the amount 
of user log that the system has stored for it. 
Feedback knowledge memory model was 
introduced to collect sufficient log 
information from a very large database [8]. 
This method not only brings out the hidden 
semantics but also helps to reduce the user 
log scarcity which is called memory 
learning. 

 
 Lastly it lacks in the ability to predict 

hidden semantics in terms of acquired 
semantics as it recommends only the 
memorized semantic knowledge to users [6]. 
Hidden Annotation (HA) method helps in 
overcoming this problem [9]. 
 

IV.  RECENT TECHNIQUES IN RELEVANCE FEEDBACK 

 
Many RF methods have been introduced recently 

and they can be classified as follows [10]. 
 

A. Support Vector machine (SVM) based RF Techniques: 
 
Recent studies are based on classifiers that have 

good generalization performance by maximizing 
the margin between positive and negative examples. 
One such classifier is the Support Vector Machine. 
Support Vector Machines are supervised learning 
methods used in the classification of images. The 
given image database is divided into sets of vectors 
in an ‘n’ dimensional space by constructing a hyper 
plane that maximizes the margin between these two 
vector sets i.e. relevant images and non-relevant 
images [12]. SVM is a kernel based RF approach 
and the kernel function used in SVM plays an 
important role in determining the performance of 
the RF mechanism. SVM helps to get optimal 
results for image classification.  

 
The aim of SVM based RF algorithm is to find 

an optimal hyper plane separating the relevant and 
irrelevant images by maximizing the size of the 
margin between the two classes [11]. This margin 
of separation can be interpreted as a measure of 
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quality in image classification. This idea [13] can 
be best understood with the help of Figure 2. 
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Figure. 2.  SVM  Classification of images 

 
 
Advantages:  It helps in reducing the prediction 
error as it clearly draws a line between relevant and 
irrelevant images. This helps in reducing the time 
complexity at the same time. Another advantage of 
the SVM is the compact representation of the 
decision boundary, so that the number of support 
vectors is small as compared to the number of 
points in the training set [14]. SVM is therefore 
found capable of learning in a sparse, high-
dimensional space by using very few training 
examples thus maximizing the margin and 
minimizing the classification error. 
 
Limitations: SVM RF approaches ignore the basic 
difference between the two distinct groups of 
feedbacks i.e., all positive feedbacks share a similar 
concept while each negative feedback usually 
varies. This has been found to drastically degrade 
the effectiveness of this method.  This can be 
overcome by implementing CBIR both on-line and 
off-line [15]. Also choosing proper kernel functions 
and parameters for a real specific database remains 
challenging. The number of support vectors that 
compose the decision function increase 
dramatically when the decision procedure becomes 
complicated. Moreover the over fitting problem can 
become more severe i.e., training samples may be 
few to train a good classifier in a high dimensional 
space [16]. 

 

B. Subspace learning based Techniques: 
Based on the user’s relevant feedback, learning 

based approaches are typically used in modifying 
the feature set or similarity measure [17]. The 
subspace learning based methods define a class 
problem and find a subspace within which to 
separate the one positive class from the unknown 
number of negative classes. Few of the methods 
come under this category are: Biased Discriminant 
Analysis or BDA, the Direct Kernel Biased 
Discriminant Analysis (DKBDA) and Marginal 
Biased Analysis (MBA). To prevent the problem of 
learning from small training sets, discriminant 
algorithms have been used for unlabeled images in 
the database [18].  Recently, BDA has been used as 
a feature selection method to improve RF, because 
BDA models the RF better than many other 
methods. However, BDA assumes all positive 
samples from a single Gaussian distribution, which 
means all positive samples, should be similar with 
similar view angle, similar illumination, etc. 
Clearly, this is not the case for CBIR. The kernel-
based learning is used in BDA to overcome the 
problem. However, kernel-based learning has to 
rely on parameter tuning, which makes the online 
learning unfeasible [19].  

 The performance of image retrieval task can be 
significantly improved in low-dimensional 
subspace by making the system learn a semantic 
concept subspace from the RF log data with 
contextual information without using any class 
label information. This method which is called the 
Semantic Subspace Learning (SSL) [20] exploits 
the RF log data to improve its performance. 

 
C. Query refining Techniques: 

 
Query refining algorithms aims in obtaining a 

new query example to make it a more suitable 
candidate for representing the user’s query concept 
or semantic intent about the query. The mean of all 
returned relevant images can be taken as the new 
query example, which means all of them take 
identical contribution to the query refining. 

 
Limitations: One disadvantage of this approach is 
that it simply assumes the same importance of all 
positive samples. In fact, some positive images are 
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probably more important than the others for query 
refining. For example, when we search for the 
image of a boat sailing in the sea, the system will 
return retrieval results including an image of a boat 
on shore, which is also considered as a positive 
sample. However the image of a boat on shore 
contains less important information that the one 
with the boat sailing on the sea for the next round 
feedback iteration. Therefore the positive sample of 
the boat sailing on the sea should pay more 
contribution to the query refining. So the above 
stated query refining which is based on the mean of 
all positive samples cannot express this intention 
exactly [21]. Query refinement can be achieved by 
Query Point Movement, Updating weights to Query 
Vector and Query Expansion.  
 
1) Query Point movement (QPM): To overcome this 
drawback of assigning equal importance to all 
positive samples this method can be used. The 
method of Query Point Movement associates a 
relevance degree to each of the positive sample of 
the query example. The aim of this approach is to 
make the new query example move closer to more 
important positive sample, i.e. how to move the 
new query in the most promising direction to be 
generalized better and moving away from bad 
example points. How to move a new query example 
towards more promising direction can be shown in 
Figure.3 
         

     
 
 
 
 
      

       
 --- Less important positive sample 
 

---  More important positive sample 
 

          ---  Negative sample 
 
--- New query example based on weighted positive  
     samples 
 
--- New query example based on mean of all positive  
     Samples 
 

Fig. 3  Query refining procedure 

Rocchio’s formula is the most commonly used 
technique to iteratively improve this approach of 
query point movement. (Rocchio, 1971) Equation is 
as follows – 
 

             β       Jrel             γ   rel- jnon  
q n+1  =  αqn + -------- ∑ Xj  ─    ------------  ∑     Yj 
          N+(n)   j=1        N – (n)    j=1 
 
 
Where, qn is the query point for nth round of the 
search cycle. Parameters α, β and γ are the suitable 
constants denoted as the weight parameters,  Jrel is 
the number of relevant images in Xj and Jnon-rel is 
the total number of non-relevant images in Yj. The 
parameters β and γ can be adjusted to be more 
biased towards one sample group depending on the 
nature of the data samples. If variable γ is set to 
zero, then the negative sample may totally be 
ignored and by setting variable α to zero the history 
of the query point can be ignored [22].  
 
Limitations:  But this method increases the user’s 
burden since it is sometimes difficult for the user to 
decide the importance of each positive image in 
query refining.  

 
2) Updating weights to the query vector: Query 
weighting changes the relative weights of different 
features in the query representation. This updating 
weight vector mechanism allows the system to learn 
the user’s interpretation of similarity / distance 
function. The weights of the relevant vectors are 
increased while the weights of the irrelevant vectors 
are decreased.  
  
3) Query Expansion: Query expansion tries to find 
the ideal query point from which the best possible 
and the highest set of relevant samples can be 
achieved. In QPM one simply finds the centroid of 
relevant samples which in turn acts as a new query 
point. In query expansion on the other hand instead 
of assuming a unimodal distribution the system 
assumes many smaller unimodal distributions to 
construct multiple centriods using QPM on 
individual clusters of relevant samples and then the 
multiple centroids are taken as multi-point query 
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and images are retrieved from iso-similarity regions 
based on these points [23]. 
 
D. Feature selection based Algorithms: 

 
Understanding the user’s needs in image 

retrieval can be a very challenging task because of 
the identification of the importance the user assigns 
to each feature. To understand this part better let us 
see this example. If we ask a group of people “does 
a tiger resemble a cat? Some may answer “yes” 
taking into account the cat family and the other may 
say “no” taking into account the difference in size. 
Hence depending upon the feature considered at 
that moment of time the judgement varies. So we 
see that the importance attached to each feature 
plays an important role in deciding the similarity of 
the images [24]. With a large number of extracted 
features and their combinations, it is difficult for a 
user to choose the best combination of features for 
similarity in image retrieval. RF techniques enable 
automatic weighting of features based on their 
degree of importance thereby enabling the selection 
of best features for the retrieval of relevant images 
[25]. Feature Selection based algorithms narrows 
the semantic gap by selecting the feature subset that 
best represents the query and discards redundant 
features. While the other RF algorithms completely 
ignore the mutual information for feature selection, 
this algorithm focuses on the low level features for 
effective image retrieval.  
 
E. Boosting Techniques: 

 
Another example of a classifier that helps in 

maximizing the margin between a positive and a 
negative sample is boosting. Boosting provides a 
good theoretical and practical convergence to a low 
error rate in less number of iterations. Furthermore 
the speed of the boosting algorithms is more when 
compared to other methods namely SVM. Also 
boosting can be used in feature selection algorithm. 
Given several weak classifiers whose error rate is 
slightly lower than 0.5 boosting provides a strong 
classifier by finding a suitable combination of the 
weak-classifiers. This combination provides weight 
to each of the classifiers based on their importance 
[26]. Adaboost is often regarded as the generic 

boosting algorithm, since it is the first practical 
algorithm that used boosting. AdaBoost has been 
found to perform better than other classification 
algorithms and it does not get into the problem of 
over fitting. AdaBoost maintains a distribution (set 
of weights) over the training examples and selects a 
weak classifier from the weak learning algorithm at 
each iteration. Training examples that were 
misclassified by the weak classifier at the current 
iteration then receive higher weights in the 
following iteration. The end result is a final 
combined classifier, each component is the weak 
classifier obtained at each iteration and each 
component classifier is weighted according to how 
this classifier performed during each iteration [27].   

 
F. Decision Tree Learning based RF Techniques: 

 
A decision tree is a method for recursively 

partitioning a feature space such that each partition 
is labelled by a single class value. This algorithm is 
executed recursively until all instances within each 
partition are of the same class value [28]. 

Decision tree learning is a special type of 
machine learning technique. This learning process 
produces a Decision Tree which can classify the 
outcome value based on the values of the given 
attributes. Each leaf node of the decision tree 
represents a decision and each non-leaf node 
corresponds to an input attribute with each branch 
being a possible value of the attribute. Different 
methods adopted to split the data can lead to trees 
of different sizes, levels and complexities [29]. The 
relevance feedback system using decision trees can 
also be used to learn a decision tree to uncover a 
common thread between all images as relevant. 
Based on the learned inferences from the Relevance 
Feedback Decision Trees (RFDTs) the user could 
decide on the image he would like to see on the 
subsequent retrieval iterations. This method not 
only improves the retrieval precision but also 
requires the user to provide feedback only to a 
handful of images [28]. Selection of the most 
appropriate key attribute is crucial at each level of 
the tree in order to split the data. Complexity of the 
tree increases with the size of the tree. Two well-
established decision tree induction algorithms are 
ID3 and C4.5 in image semantic learning. 
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G. Neural Networks based RF Techniques: 
 
A major problem that arises in image retrieval 

strategies is the useful representations and 
similarity models with index structures to provide 
efficient similarity matching in large databases. 
Retrieving methods are based on the similarity 
measures between the feature vectors of the query 
image and the images in the database. One of the 
main difficulty is, searching most of the time has to 
be done with imprecise key features. To minimize 
this problem the neural networks can be put to work 
along with feedback from the user. This feedback 
improves the procedure of image retrieval 
significantly. From the initial set of images the user 
selects the best matched samples and annotates 
these images appropriately. From these samples 
weights of pre-extracted features are updated, 
according to subjective perception of visual content. 
The feature vectors extracted from such ranked 
images are then used as training examples for 
updating weights in neural network. These systems 
have good accuracy and retrieval speed. Better 
accuracy is obtained when larger feature vectors are 
used [30]. 

The two factors that should be taken in account 
for efficient image retrieval is working with high 
dimensional feature vectors which is time 
consuming and the semantic gap problem. The 
power of multilayer neural network along with its 
learning ability via a fuzzy radial basis function 
network (FRBFN) and relevance feedback reduces 
the data dimensionality and semantic gap in parallel. 
The use of FRBFN has two benefits. First in 
incorporates fuzzy nature of human decision into 
the system and the convergence time is low due to 
its fast learning algorithm which lacks back-
propagation [31]. 

Another approach that reduces the feature 
dimensionality and the semantic gap is to generate 
micro structured image (using MSD) to identify 
low-level features of an image and then characterize 
images through neural network, which involves the 
use of low-level features as support for the high-
level vector generation represented by the neural 
network. The generated image is used in retrieving 
the rank ordered images from the database. From 
these rank ordered images user feedback is given 

for a pattern-based search to match user’s intention. 
The user’s fuzzy interpretation of image similarity 
was integrated into CBIR system by using Fuzzy 
Radial Basis Function Network (FRBF). This tends 
to be more flexible than other feedback algorithms 
and helps in retrieving the most relevant set of 
images from the database [32]. 

The neural networks have attracted research 
because of the following points [33]. 

 
 Neural Networks have universal 

approximation  
 They have very compact topology. 
 They possess the best approximation 

property. 
 The learning speed of the neural network is 

very fast. 
 
Structure of RBF (Radial Basis Function) Neural 
Network is given in figure 4. 
 
 
 

                     w2(1, 1) 
 
x1          Y1(x) 
                                       
 xn                                                                           Yk(x) 
                      
                     w2(n,k) 
 
 
Fig  4. Radial Basis Function Neural Network 
 
 
 

 
The output of the ith RBF unit is as follows: 

 
 
             ‖X-ci‖ 
Ri(X) = Ri(-----------), i = 1,2,.......,n 
                     σi 

 
 
Where X is an input feature vector with r 
dimensional, ci is a r-dimensional vector named 
centre of RBF node, n is the number of hidden node. 
R(X) is chosen as a Gaussian function. 
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V.  COMPARING VARIOUS RF TECHNIQUES 

The various RF techniques discussed so far can be 
summarized in table 1. 
 

TABLE 1: COMPARISON OF RF TECHNIQUES 
 
 
S.No 

 

 
Technique 

 
Advantages 

 
Limitations 

1. SVM based 
Techniques 

 i) Maximizes 
the margin 
between the 
negative and 
positive 
samples. 

  
 ii) This margin 

of separation 
can be 
interpreted as a 
measure of 
quality in image 
classification. 

  
 iii) Helps to 

reduce the 
prediction error.  

 i) Ignores the 
basic difference 
between the two 
groups of vectors 
i.e., positive and 
negative.  

  
 ii) The margin 

depends on 
selecting an 
appropriate 
kernel function. 

  
 iii) Over-fitting 

problem can 
become more 
severe i.e., 
training samples 
may be few to 
train a good 
classifier in a 
high dimensional 
space. 

  
2. Subspace 

learning based 
Techniques 

Image retrieval 
can be improved 
in low 
dimensional 
space. 
 

Learning from 
small training 
sets. 

3. Query 
Refining 
Techniques 

 i) Moves the 
query 
efficiently 
towards the 
desired output. 
 

 ii) The query 
moves towards 
the positive 
samples and 
moves away 
from negative 
samples. 

i) Same 
importance to all 
positive samples. 

 
ii) Sometimes 
difficult and time 
consuming for 
the user to do an 
on-line RF. 

4. Feature 
Selection 
based 
Techniques 

 i) Gives more 
importance to 
relevant low-
level features by 
assigning 
weights based 
on their 
importance. 

  

Involves a lot of  
low-level 
features. 

 ii) Avoids low-
level feature 
redundancy 
thereby 
improving the 
dimension 
vector. 

  
5. Boosting 

Techniques 
 i) Provides a 

good theoretical 
and practical 
convergence 
with low error 
rate in less 
number of 
iterations. 

  
 ii) helps to 

combine weak 
classifiers to 
make them 
strong 

  
 iii) Over fitting 

problem is 
completely 
eliminated. 

AdaBoost can 
learn only one 
category at a time 
which is 
sometimes time 
consuming. 

6. Decision Tree 
Learning 
based 
Techniques 

 i)  Decision 
Tree learning is 
intuitive and 
has high 
hierarchical 
clarity. 

 
 ii) The user 

needs to give 
feedback only 
to a handful of 
images. 

 i) Selection of the 
most appropriate 
key attribute is 
crucial at each 
level of the tree 
in order to split 
the data.  

  
 ii) Complexity of 

the tree increases 
with the size of 
the tree. 

7. Neural 
Network 
based 
Techniques 

 i) Searching can 
be done by 
precise features. 

  
 ii) Better 

accuracy in 
search even in 
large data 
base. 

  
 iii) Neural 

Networks with 
Radial Basis 
Function - RBF 
trains faster, has 
universal 
approximation 
and a compact 
topology. 

 After learning is 
finished the 
network becomes 
very slow. 
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VI. TRENDS AND ISSUES IN RF 

 
It has been seen that the future direction in RF 

techniques are SVM, Subspace Learning, Query 
Refining, Feature selection, Decision trees and 
Boosting. The main challenge lies in improving the 
values of the evaluation parameter like precision, 
convergence and execution time using RF. 
Researchers have designed feedback algorithms that 
improve image retrieval for large data sets.  

 
Pseudo Feedback: This method is another approach 
in the recent RF techniques used. These use 
relevance feedback methods without explicit user 
input. Just assume the top m retrieved images are 
relevant, and use them to reformulate the query. 
Allows for query expansion that includes terms that 
are correlated with the query terms. 

The major issues in CBIR systems are: 
1) Since RF has to be done on-line for both 

training and testing, it is time consuming. 
Users are sometimes reluctant to provide 
explicit feedback. 

2) Results in long queries that require more 
computation to retrieve, and search engines 
process lots of queries and allow little time 
for each one. 

3) Learning with small training sets can 
minimize the efficiency of the retrieval 
system. 

4) The semantic gap problem i.e., the mismatch 
between the low-level features extracted by 
the system and what the system perceives has 
to be bridged to improve the efficiency of the 
CBIR systems. 

5) The major focus in CBIR system using RF is 
minimum number of iterations the system can 
take to give the most similar image set. In 
many cases it can be seen that the RF 
becomes cumbersome and tiring for the user 
online when the number of iterations grow 
larger. 

6) It can also be taken in consideration that lack 
of proper identification of the feedback 
samples as “relevant” and “irrelevant” can 
mislead and thus result in more number of 
iterations. 

VII. CONCLUSION 

 
 The efficiency of the CBIR system with RF 

depends upon the choice of the feedback algorithm 
and the different parameters associated with the 
algorithm. Promising results in image retrieval is 
possible when the CBIR system takes a 
combination of techniques for its relevance 
feedback. Difficulties that arise when learning 
from small training sets were discussed and the 
two main drawbacks of CBIR system namely the 
“curse of dimensionality” and “semantic gap” can 
be successfully eliminated by the various RF 
techniques. Also this paper throws light on the 
various RF techniques recently used with their 
advantages and limitations discussed in detail. To 
conclude Relevance Feedback techniques used in a 
CBIR system helps in accurate image retrieval and 
improves the standard evaluation parameters like 
precision, convergence and execution time.  
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