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Abstract— In recent years, there has been a great deal of 
discussion on applications of various forecasting models and 
their performance in forecasting business activities. This paper 
discussed few of forecasting models and their application for 
sales forecasting of sterilized flavoured milk in Chhattisgarh. 
Applying weekly data spreading over October 2011 to October 
2012, on the sales of sterilized flavoured milk in liter. The 
forecasting method analysed included: naϊve model , moving 
average, double moving average, simple exponential smoothing; 
and semi average method. The accuracy of the forecasting 
method was measured using mean Forecast Error (MFE), mean 
Absolute Deviation (MAD), mean Square Error (MSE), root 
mean square Error (RMSE). 
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 Introduction 

 
Forecasting is defined as the prediction of future events based 
on known past value of relevant variables 
(Makridakis,Wheelwright,& Hyndman, 1998).Accurate 
forecasting is essential for manager to plan effectively. 
Inaccurate forecasting may lead to bad decisions that may lead, 
to ineffective management in overall operations. 
 Over-forecasting also increases the labour cost because the 
additional handling of product requires additional labour. 
Under –forecasting lead to the problem of product that runs 
out before customer demand is satisfied, this results in more 
immediate concerns. Under-production leads to increased 
stress for employees and manager who are likely to customer 
dissatisfaction. Finally, under- forecasting will result in 
decreased employee morale and manager confidence. 

 

I. LITERATURE SURVEY 
 There has been a great deal of discussion in economic 
literature about applications of various forecasting models for 
forecasting desired issues. Several time series forecasting 
techniques such as naϊve model, moving average, double 
moving average, simple exponential smoothing; and semi 
average method has been applied to forecasting. In a study, 
Cacatto et al., (2012) introduce the forecasting practices that 
have been used by food industries in Brazil and detect how 

these companies have been used forecasting methods, what 
are the main factors that influence their choice. The data was 
analyzed by multivariate statistics techniques using the SPSS 
software. The result shows that the companies do not use 
sophisticated forecasting methods: the historical analysis 
model is the mostly used. The factors that influence the choice 
of the models are the type of product and the time spent 
during the forecasting, and the main difficulties is the 
availability of the appropriate software.  
Ryu et al., (2003) evaluated the forecasting method for 
institutional food service facility. They are identifying the 
most appropriate forecasting method of forecasting meal 
count for an institutional food service facility. The forecasting 
method analyzed included: naϊve model 1,2 and 3; moving 
average method ,double moving method , exponential 
smoothing method, double exponential method, Holt’s method, 
Winter method, linear regression and multiple regression 
method. The accuracy of forecasting methods was measured 
using mean absolute deviation, mean squared error, mean 
percentage error, mean absolute percentage error method, root 
mean squared error and Theil’s U- statistic. The result of this 
study showed that multiple regressions was the most accurate 
forecasting method, but naϊve method 2 was selected as the 
most appropriate forecasting method because of its simplicity 
and high level of accuracy. 
Alfares et al., (2002) categorized the electric load forecasting 
technique. A wide range of methodology and model for 
forecasting are given in literature. These techniques are 
classified into nine categories: (1) multiple regression, (2) 
exponential smoothing, (3) iterative reweighted least-squares, 
(4) adaptive load forecasting, (5) stochastic time series, (6) 
ARMAX model based on genetic algorithms, (7) fuzzy logic, 
(8) neural networks and (9) expert systems. The methodology 
for each category is briefly described, the advantage and 
disadvantages discussed.  

 
 

II. DATA COLLECTION 
The data for this study were collected and recorded on weekly 
basis. The data contain sales of sterilized flavored milk from 
October 2011 to October 2012. All the data was saved into an 
Excel spreadsheet. 
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Week No. Demand Week No. Demand 

1 1164.4 29 628.8 

2 678.8 30 951.6 

3 1384.2 31 1136.8 

4 326.4 32 387.2 

5 982 33 2055.6 

6 681.6 34 676.8 

7 792 35 754.8 

8 888 36 1974.8 

9 1648.4 37 1182 

10 566.4 38 471.6 

11 465.6 39 868.8 

12 288 40 782.4 

13 253.6 41 679 

14 225.6 42 203.6 

15 1219.8 43 142.2 

16 280 44 135.2 

17 254.4 45 1174.4 

18 206.4 46 548 

19 468.6 47 184.6 

20 1128 48 1661.6 

21 969.6 49 267.2 

22 641 50 1611 

23 960 51 802.2 

24 1113.6 52 469.6 

25 2367.2 53 374.4 

26 1317.2 54 1042.2 

27 1305.6 55 1136.8 

28 1382 56 438 
 
Table 1: Demand of Sterilized flavoured Milk (in liter) 

 
 
Fig 1: Demand of Sterilized flavoured Milk (in liter) 
 

III. METHODOLOGY  

 
 This study evaluated different forecasting model using 
sterilized flavoured milk demand data from Raipur dugdh 
sangh (Devbhog) at Raipur (Chhattisgarh).Weekly data from 
October 2011 to October 2012 were collected and used to 
forecast the sterilized flavoured milk demand. The forecast 
model used in the analysis included simple moving average 
method (n=2, n=3, n=4), double moving average method(n=2, 
n=3, n=4), single exponential method (α=0.1, α=0.2, α=0.3), 
semi average method, naϊve Model. The most appropriate 
forecasting method was determined on the basis of accuracy. 
In this research, several common accuracy methods were used: 
mean forecast error (MFE), mean absolute deviation (MAD), 
mean square error (MSE) and root mean square error (RMSE). 
The ranking was assigned to each forecasting method.  
 

A. Forecasting Methods 
 

1)  Moving Average Method. The moving average method 
involves calculating the average of observations and then 
employing that average as the predictor for the next period. 
The moving average method is highly dependent on n, the 
number of terms selected for constructing the average. The 
equation is as follows: 

 
Ft+1 = (Yt +Yt-1 +Yt-2 + ……+Yt-n+1)/n 
 
Where: 
 
        Ft+1 = the forecast value for the next period 
        Yt = the actual value at period t 
         n = the number of term in the moving average 
 
The optimal n value can be determine by interactive model 
that the smallest error. In some method the general approach 
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has been to use MSE. In this study, the value of n taking 2, 3, 
and 4. 

 
2)  Double Moving Average Method: Hanke and Reitsch 

(1998) recommended the use of the double moving average 
method to forecast time series data. Forecasting with a 
double moving average requires determining two averages. 
The first moving average is computed; a second moving 
average is calculated. Five equations are used in the double 
moving average: 

  

       Mt = Ft+1 = (Yt +Yt-1 +Yt-2 + ……+Yt-n+1)/n 

       M’
t = (Mt + Mt-1 +Mt-2 + ……+Mt-n+1)/n 

       At = 2Mt - M’
t 

          Bt = 
1

2
n

( Mt - M’
t ) 

      Ft+p =   At  +   Bt p   

Where: 

         n = the number of period in the double moving 
average 

        Yt = the actual series value at time period t 

         P = the number of period ahead to be forecast 

 
3)  Simple Exponential Smoothing Method: The 

exponential smoothing method is a technique that uses a 
weighted moving average of past data as the basis for a 
forecast. This method keeps a running average of demand 
and adjusts it for each period in proportion to the difference 
between the latest actual demand figure and the latest value 
of the average. The equation for the simple exponential 
smoothing method is: 

 
         Ft+1 = α Yt + (1-α) Ft-1 
Where: 
 
         Ft+1 = the new smoothing value or the forecast value for 
the next period 
             α= the smoothing constant (0 < α <1) 
           Yt = the new observation or actual value of the series in 
period t 
           Ft = the old smoothed value or forecast for period t 
 
The accuracy of the simple exponential smoothing method 
strongly depended on the optimal value of (α).The preferred 
range for α is from 0.1 to 0.3. In this study, the value of α 
taking 0.1, 0.2 and 0.3. 
 

4)     Semi – Average Method: According to this method, 
the original data are divided into two equal parts and the 
values of each part are then summed up and averaged. The 
average of each part is centered in the period of the time of 
the part from which it has been calculated and then plotted 
on graph. Then a straight line is drawn to pass through the 
plotted points. This line constitutes the semi – average trend 
line. When the number of year is odd, the middle year is not 
considered while dividing the data into two equal parts and 
obtaining the average. 

5)  Naϊve Method: Naϊve method are forecasting 
techniques obtained with a minimal amount of effort and 
data manipulation and are based on the most recent 
information available (Shim, 2000). The naϊve method uses 
data from the previous week to forecast the current week 
(one week lag): 

 
           Ft+1 = Yt 
 
Where: 
        
           Ft+1  = the forecast value for the next period 
              Yt = the actual value at the next period 
 

 
B. Measuring Forecasting Error 

 
1) Mean Forecast Error: Mean forecast error (MFE) is 
the mean of the deviation of the forecast demands from 
the actual demands. 

 

                   MFE = 
n

FY t

n

t
t )(

1


   

 
        Where: 

  
            Yt = the actual value in time period t 
             Ft  = the forecast value in time period t 
             n = the number of periods 
 

2) Mean Absolute Deviation: A common  method for  
Measuring overall forecast error is the mean absolute 
deviation (MAD). Heizer and Render (2001) noted that this 
value is computed by dividing the sum of the absolute values 
of the individual forecast error by the sample size (the number 
of forecast periods). The equation is: 
 

MAD = 
n

FY t

n

t
t )(

1


  

 
        Where: 
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                             Yt = the actual value in time period t 
                             Ft  = the forecast value in time period t 
                                  n = the number of periods 
 
 

3) Mean Square Error: Jarrett (1991) stated that the 
mean square error (MSE) is a generally accepted technique 
for evaluating exponential smoothing and other methods. The 
equation is: 

 
 

                       MSE = 2

1

)(1
t

n

t
t FY

n




 

 
         Where: 
  
                           Yt = the actual value in time period t 
                           Ft  = the forecast value in time period t 
                            n = the number of periods 

 
4) Root Mean Square Error: Root mean square error 

(RMSE) is the square root of MSE. This measures error in 
term of units that are equal to the original value (Jarrett, 
1991).Symbolically, the equation is: 

 

                  RMSE = )(1
1




n

t
tt FY

n
 

 
        Where:  
 
                          Yt = the actual value in time period t 
                           Ft  = the forecast value in time period t 
                           n = the number of periods 

 
 

C. Evaluation of Forecasting Method 
 

In this study, the most appropriate forecasting method was 
selected on the basis of both level of accuracy and ease of use. 
The various forecasting method are using to forecast future 
demand of sterilized flavored milk in Chhattisgarh, the 
accuracy of the forecasting method was assessed using mean 
forecast error (MFE), mean absolute deviation (MAD), mean 
square error (MSE), and root mean square error (RMSE). 
 
In the case of  forecasting of sterilized flavored milk demand 
in Chhattisgarh, special consideration as to each method’s 
ease of use was required, since the person in charge of 
forecasting usually has little time and-in some instances- little 
knowledge of how implement the forecasts.  

 
 
 
 

 

METHOD MFE MAD MSE RMSE 

Simple 
Moving 
Average 
Method 
(n=2) 

-4.54 458.296 345991 588.21 

Simple 
Moving 
Average 
Method 
(n=3) 

-12.171 427.686 292891 541.19 

Simple 
Moving 
Average 
Method 
(n=4) 

-1.6027 404.976 285162 534.05 

Double 
Moving 
Average 
Method 
(n=2) 

-15.805 626.588 592155 769.51 

Double 
Moving 
Average 
Method 
(n=3) 

1.9182 552.732 448771 669.90 

Double 
Moving 
Average 
Method 
(n=4) 

6.5897 516.738 446955 668.54 

Single 
Exponen

tial 
Method(
α=0.1) 

-68.685 451.803 289302.3 537.86 
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Single 
Exponen

tial 
Method(
α=0.2) 

-36.298 432.681 285295.6 534.13 

Single 
Exponen

tial 
Method(
α=0.3) 

-24.811 428.490 290745.2 539.20 

Semi 
average 
Method 

25.273 328.356 223898 473.17 

Naϊve 
Model  -12.971 532.264 495390.9 703.84 

 
Table 2: Summary of Forecast Accuracy (St.Flav.Milk) 
 

IV. RESULT AND DISCUSSION 
In this study, four accuracy model- mean forecast error (MFE), 
mean absolute deviation (MAD), mean square error (MSE), 
and root mean square error (RMSE)-were adopted to assess 
the accuracy of forecasting methods. The smaller the forecast 
error, the more accurate forecasting method. 
 

Method MFE MAD MSE RMSE Ranking 
Total 

Over-all 
Ranking 

Simple 
Moving 
Average 
Method 
(n=2) 

3 7 7 7 24 6 

Simple 
Moving 
Average 
Method 
(n=3) 

5 3 6 6 20 4 

Simple 
Moving 
Average 

1 2 2 2 7 1 

Method 
(n=4) 

Double 
Moving 
Average 
Method 
(n=2) 

7 11 11 11 40 11 

Double 
Moving 
Average 
Method 
(n=3) 

2 10 9 9 30 9 

Double 
Moving 
Average 
Method 
(n=4) 

4 8 8 8 28 8 

Single 
Exponen

tial 
Method 
(α=0.1) 

11 7 4 4 25 7 

Single 
Exponen

tial 
Method 
(α=0.2) 

10 5 3 3 21 5 

Single 
Exponen

tial 
Method 
(α=0.3) 

8 4 5 5 17 3 

Semi 
average 
Method 

9 1 1 1 12 2 

Naϊve 
Model 6 9 10 10 35 10 

 
Table 3: Overall Ranking of Forecasting Method for 
St.Flav.Milk 
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Simple Moving Average Method (n=4) was ranked first 
because it had small errors and the total ranking of the Simple 
Moving Average Method (n=4) is 7 as shown in Table 3and 
Fig.2. In this method (MFE=-1.6027, MAD=404.976, 
MSE=285162, RMSE=534.005) outperformed all the other 
methods. 
 
Semi average Method was ranked second because the total 
ranking of this method is 12 as shown in Table 3 and Fig.2. 
Semi average Method obtained the second minimum errors 
(MFE= 25.273, MAD = 328.356, MSE = 223898, RMSE = 
473.179) as shown in Table 2. 
 
Single Exponential Method (α=0.3) was ranked third because 
total ranking is 17 as shown in Table 3 and Fig.2. Single 
Exponential Method with α =0.3 produced third smallest error 
as shown in Table 2.  
 
Simple Moving Average Method (n=3) method produced 
large errors (MFE= -12.171, MAD = 427.686, MSE = 292891, 
RMSE = 541.194) as compare to semi average method, 
Simple Moving Average method (n=4) and Single 
Exponential Method (α=0.3). So this method ranked is fourth. 
 
Single Exponential Method (α=0.2) was ranked fifth because 
it had large errors (MFE = -36.298, MAD = 432.6811, MSE = 
285295.6, RMSE = 534.1307) and total ranking is 21 as 
shown in Table 3 and Fig.2. 
 
Simple Moving Average Method (n=2) was ranked sixth 
because the total ranking of this method is 24 as shown in 
Table 3 and Fig.2. Simple Moving Average Method (n=2) 
obtained the sixth minimum errors (MFE= -4.54, MAD = 
458.296, MSE = 345991, RMSE = 588.21) as shown in Table 
2. 
 
Single Exponential Method (α=0.1) was ranked seventh 
because it had large errors (MFE = -68.6854, MAD = 
451.8034, MSE = 289302.3, RMSE = 537.8683) and total 
ranking is 25 as shown in Table 3 and Fig.2. 
 
Double Moving Average Method (n=4) was ranked eight 
because the total ranking of this method is 28 as shown in 
Table 3. Simple Moving Average Method (n=4) obtained the 
eight minimum errors (MFE= 6.58973, MAD = 516.738, 
MSE = 446955, RMSE = 668.547) as shown in Table 2. 
 
Double Moving Average Method (n=3) was ranked ninth 
because total ranking is 30 as shown in Table 3 and Fig.2. In 
Double Moving Average Method with n=3 produced ninth 
smallest error as shown in Table 2.  
 
Naϊve Model using the last week of data to forecast the next 
week. It has the lag of one week. Naϊve Method had large 
error (MFE = -12.971, MAD = 532.2643, MSE = 495390.9, 
RMSE = 703.8401) as shown in Table 2. So this model ranked 
is tenth. 

 
Double Moving Average Method (n=2) was ranked eleventh 
because total ranking is 40 as shown in Table 3 and Fig.2. In 
Double Moving Average Method with n=2 produced 
maximum error as shown in Table 2.  
 

 
 
Fig.2 Graph between ranking total and overall ranking 

V. CONCLUSIONS 
This study identified the most appropriate forecasting method 
based on accuracy and simplicity. The result showed that 
Simple Moving Average Method (n=4) obtained the best 
accuracy; however, it was selected as the most appropriate 
forecasting method for sales forecasting of sterilized flavored 
milk in Chhattisgarh. 
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